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Problématique et question de recherche

« Poor project estimation is the dirty little secret of application development. Nearly all projects are either canceled or come in over budget or behind schedule. A recent study of 100 companies found the average company completes only 37% of major IT projects on time, while only 42% finish on budget. The Standish Group International, whose 1995 Chaos Report highlighted IT project failures, found that 40% of application development projects are canceled before completion. Standish Group calculated these failed and struggling projects cost U.S. companies and government agencies $145 billion annually. Vendors have addressed this chronic miasma with project-estimation software. »

Le développement de systèmes d’information peut représenter un investissement de grande taille, et ainsi impliquer des risques financiers sérieux pour la compagnie qui entreprend un projet de développement. Ce risque est d’autant plus inquiétant lorsqu’on considère le taux d’échec élevé de tels systèmes. Plusieurs moyens de réduire le risque ont été conçus; l’un de ces moyens consiste à estimer l’effort requis pour un projet donné. Cette estimation permet de réduire l’incertitude liée au projet, et ainsi de prendre des décisions d’investissement éclairées (Lederer et al., 1990).
Depuis dix ans, Hydro-Québec a investi plus d’un milliard de dollars dans les technologies de l’information afin de se procurer des outils fiables et d’offrir un service de qualité. Les technologies de l’information sont utilisées dans toutes les sphères de l’entreprise; on compte plus de mille applications informatiques en utilisation. Vingt pourcent du budget annuel alloué aux technologies de l’information est réservé au développement maison. L’aspect de la gestion du risque associé au développement de systèmes d’information est donc particulièrement important chez Hydro-Québec, étant donné l’importance des investissements mis en jeu. L’entreprise gère une partie de ce risque en estimant l’effort de développement pour chaque projet maison; on comprend ainsi que l’exactitude de ses méthodes d’estimation est cruciale pour Hydro-Québec.

Cette étude se concentre sur l’un des services qui gère des projets de développement maison dans la compagnie, soit le service de Développement et maintenance des applications (plus particulièrement, l’étude s’attarde sur le travail du groupe Innovation et expertise technologique, appartenant à ce service). Actuellement, le groupe utilise une méthode combinée afin d’estimer l’effort requis pour chaque projet et fournir l’information nécessaire à la prise de décisions quant aux investissements et à la gestion des équipes de développeurs.

L’objectif de ce travail comporte deux volets, exprimés par la question de recherche suivante, qui trouvera sa réponse par le moyen d’une étude statistique et d’un développement de système d’information. 

A) Quel est le niveau de précision de la méthode d’estimation utilisée chez Hydro-Québec?

B) Comment est-il possible d’améliorer la méthode utilisée chez Hydro-Québec pour estimer l’effort de développement de systèmes d’information? 


Revue de littérature préliminaire

Il existe plusieurs approches et méthodes d’estimation de l’effort de développement. Afin de couvrir les deux aspects de la question de recherche, cette section se veut un survol de ce qui existe actuellement, tant du côté des méthodes traditionnelles que du côté des réseaux neuronaux. Les grandes méthodes d’estimation sont présentées, ainsi que leurs avantages et leurs inconvénients respectifs. La lecture de cette section du travail permettra de mieux comprendre le processus d’évaluation chez Hydro-Québec, ainsi que la solution proposée à la question de recherche (présentés dans la méthodologie).
Estimation de l’effort : vue générale
L’estimation, quelle que soit la méthode employée, vise à réduire les risques associés au développement (Pressman, 1997). On peut diviser les méthodes d’estimation en deux grandes approches : l’approche « top-down » et l’approche « bottom-up » (Boehm, 1981). L'approche « top-down » vise à estimer les coûts totaux du projet dans son ensemble, puis à diviser ces coûts entre les composantes du projet selon leur taille. Si elle est efficiente, cette approche est toutefois moins détaillée et ainsi moins stable que l’approche « bottom-up ». L’approche « bottom-up », quant à elle, consiste à évaluer individuellement chaque composante du projet et à faire la sommation de l’effort estimé pour chaque portion. Cette approche tend à mieux responsabiliser les travailleurs car elle rattache plus directement l’effort estimé à des personnes particulières. Elle est aussi plus détaillée et stable que l’approche « top-down ». Cependant, cette précision vient au prix d’efforts plus importants, et cette approche implique le risque d’omettre les coûts appartenant au niveau du système dans son ensemble.

Les méthodes traditionnelles d’estimation
Les méthodes traditionnelles d’estimation peuvent être regroupées en grandes familles : l’analogie avec des projets similaires; l’utilisation du jugement d’un expert; la méthode Parkinson; et les modèles paramétriques, présentés en plus de détails car ils comportent plusieurs sous-familles. La présente section fait un survol de chacune de ces grandes familles de méthodes, et en présente les avantages et les inconvénients.

L’analogie avec des projets similaires

Cette méthode consiste à se baser sur des expériences passées; ainsi, elle est aussi fiable que les expériences passées sont représentatives du projet en cours (Boehm, 1981; Pressman, 1997). Cette méthode est la plus utilisée, mais son utilisation est souvent peu rigoureuse en ce sens que les données recueillies sur les projets passés le sont souvent à partir de la seule mémoire des développeurs (Heemstra, 1992). L’avantage de cette méthode est sa simplicité.

L’utilisation du jugement d’un expert

Le jugement d’un expert peut s’avérer une méthode fort juste, surtout lorsque plusieurs experts sont impliqués dans le processus d’estimation (Boehm, 1981). Il existe certaines techniques permettant de regrouper le jugement de plusieurs experts de façon neutre et anonyme et ainsi de maximiser l’objectivité de l’estimation (Boehm, 1981; Helmer, 1966). La méthode par jugement d’un expert est la seconde méthode la plus utilisée par les entreprises (Heemstra, 1992). Si elle produit souvent d’assez bon résultats, elle requiert toutefois la présence d’un ou plusieurs experts.

La méthode Parkinson

La méthode Parkinson consiste à assumer que les travailleurs rempliront exactement le nombre de jours qui leur est alloué pour effectuer une tâche, et ce peu importe la taille de la tâche à accomplir et la façon avec laquelle on calcule le temps à allouer à cette tâche. Cette méthode d’estimation a l’avantage d’être rapide mais elle comporte de graves risques au niveau de la validité des résultats (Boehm, 1981). Elle est néanmoins la troisième méthode la plus utilisée par les compagnies (Heemstra, 1992).

Les modèles paramétriques

La quatrième forme de méthode la plus utilisée par les entreprises est le modèle paramétrique (Heemstra, 1992). Il existe plusieurs modèles paramétriques. Ils consistent en des équations où l’effort est la variable dépendante et plusieurs facteurs, tels l’expérience de l’équipe, la taille du projet, et le type d’application, forment les variables indépendantes. La plupart de ces modèles considèrent la taille du projet comme la variable indépendante la plus importante et expriment l’effort par une équation de la forme suivante :

E = (a + bSc) m(X)

où S est la taille estimée du système; a, b et c sont des constantes; X est un vecteur de facteur de coûts autres que la taille; et m est un facteur d’ajustement de ces facteurs de coûts (Pfleeger, 1998; Pressman, 1997). Ces modèles sont dérivés de plusieurs projets similaires et ne peuvent s’appliquer directement à tous les projets.

La taille estimée du système est le plus souvent calculée en termes de lignes de code ou de points de fonction, mais on peut aussi la calculer par « fuzzy-logic », par évaluation des composantes standard et par évaluation du changement requis (Pressman, 1997).

Les méthodes par lignes de code et par points de fonction
Les méthodes par lignes de code et par points de fonction se basent sur des caractéristiques du domaine du système pour évaluer sa taille. La méthode par lignes de code est précise mais il est difficile de connaître le nombre réel de lignes de code en début de projet. La méthode par points de fonction est indépendante des lignes de code, et considère plutôt les inputs, outputs, requêtes, fichiers et interfaces d’une application (Albrecht, 1979). La méthode par points de fonction est souvent mal utilisée, cependant (Kemerer, 1993).
La méthode par « fuzzy-logic »
La méthode par « fuzzy-logic » consiste à établir puis raffiner de façon itérative un ordre de grandeur de la taille du système (Pressman, 1997).

La méthode par composantes standard
La méthode par composantes standard consiste à définir des composantes standard des projets de développement (par exemple, des modules ou des sous-systèmes), puis à compter combien de ces composantes se retrouvent dans un projet donné. En utilisant les données historiques de taille de ces composantes, on multiplie le nombre de composantes dans le projet par la taille de chacune pour trouver la taille du projet dans son ensemble (Pressman, 1997).

La méthode par estimation du changement
Enfin, la méthode par estimation du changement requis s’applique dans le cas d’un projet de modification d’un système existant. Plutôt que d’évaluer le coût de chaque composante du nouveau système, on évalue le coût de chaque changement à effectuer (Pressman, 1997).

La méthode COCOMO
Une méthode d’estimation très connue est celle de Boehm (1981). La méthode COCOMO (« Constructive Cost Model ») permet d’estimer l’effort requis en personnes-mois pour un projet donné. Il s’agit d’une méthode paramétrique qui prend trois formes différentes selon le degré d’avancement du projet, reflétant ainsi la réduction de l’incertitude qui survient à mesure que le projet avance. La première forme est utilisée en début de projet. Elle est simple et tient compte du fait que peu d’éléments sont connus sur l’application en début de projet. La taille est estimée en termes de points d’objets, qui sont calculés en fonction de la difficulté de chaque composante standard du projet. La seconde forme est utilisée tôt durant la phase de conception. On y calcule la taille en termes de points de fonction, et on y considère un ensemble de facteurs de coûts. Enfin, la troisième forme s’applique durant la phase de post-architecture du système. On y évalue la taille du projet en termes de points de fonction et de lignes de code, et on y inclut des facteurs de coûts détaillés. L’avantage de cette méthode est donc son adaptation à la phase du projet durant laquelle on désire estimer l’effort requis; de plus, des constantes de calcul sont fournies pour adapter la méthode au niveau d’intégration et de difficulté du projet. Cependant, comme les autres méthodes paramétriques, la méthode COCOMO ne peut s’appliquer directement à tous les types de projets.

L’estimation et les réseaux de neurones
L’intelligence artificielle permet d’utiliser l’ordinateur pour « apprendre » des expériences passées afin de mieux estimer les projets futurs. Le réseau de neurones est la technologie informatique permettant d’effectuer cet apprentissage; son utilisation a résulté en de meilleures estimations que les méthodes paramétriques traditionnelles (Pfleeger, 1998). Shepperd (1997) note toutefois que les données de plusieurs projets antérieurs doivent être utilisées pour obtenir des estimations précises, ce qui peut constituer une barrière à l’utilisation du réseau de neurones.

Principe de fonctionnement

Pfleeger (1997) explique le fonctionnement des réseaux neuronaux. Le réseau de neurones est constitué d’unités reliées. Chaque unité reçoit des inputs, calcule un résultat et produit un output. Le réseau possède une orientation : chaque unité utilise l’output des unités situées en amont auxquelles elle est directement connectée. Le réseau commence par un nombre défini d’unités qui utilisent en input les paramètres de départ provenant de l’extérieur du réseau. Il se termine par une seule unité qui produit l’output final du réseau.

L’apprentissage d’un tel réseau s’effectue en  lui fournissant des données sur les projets passés. Le réseau identifie alors des patrons dans les données, c’est-à-dire qu’il identifie des corrélations à un niveau très raffiné. Les liens d’inférence ainsi créés peuvent être réutilisés pour des projets futurs.

Applications en estimation

L’approche flexible des réseaux de neurones fut utilisée de diverses façons par plusieurs chercheurs. Shepperd (1997) utilisa un modèle simple de réseau pour calculer l’effort à partir de quatre caractéristiques des projets. Srinivasan et Fisher (1995); Briand, Basili et Thomas (1992); ainsi que Porter et Selby (1990) ont utilisé une approche basée sur des arbres de décision. Une autre méthode qui existe est celle du « case-based reasoning », documentée par Shepperd (1997). Cette méthode consiste à retrouver les projets passés ressemblant au nouveau projet, et à utiliser seulement ces projets particuliers pour déduire une estimation du nouveau projet.

Les réseaux de neurones représentent donc un moyen efficace et dynamique d’obtenir de meilleures estimations de projets, à la condition que plusieurs données historiques soient disponibles pour l’alimenter.


Méthodologie

Le travail réalisé dans cette étude comporte deux volets : l’évaluation de la méthode existante et le développement d’un système qui opérationnalise une méthode plus efficace. La méthodologie utilisée pour chacun de ces volets est présentée ici.

Évaluation de la méthode courante 
La division étudiée d’Hydro-Québec utilise présentement une combinaison de la méthode par jugement d’expert et de la méthode par points de fonction. La firme conserve une base de données sur les projets réalisés par le passé, et sur les estimations qui avaient été effectuées préalablement à la réalisation de chaque projet. Cette base de données inclut des éléments d’information portant sur des attributs des logiciels produits (niveau de réutilisation désiré; complexité de la présentation; complexité de l’accès aux données; complexité du traitement; niveau de performance désiré), sur les activités complémentaires au développement (gestion de projet; accueil, intégration et support à l’équipe; analyse préliminaire et architecture; essais intégrés et support aux essais d’acceptation; efforts des autres fournisseurs; implantation du système et réserve pour imprévus), sur l’effort estimé et réalisé (en jours-personnes), et sur les coûts estimés et réalisés. L’évaluation de la méthode d’estimation courante utilisera la marge d’erreur moyenne entre l’effort estimé et réalisé, et entre les coûts estimés et réalisés, pour l’ensemble des projets passés. Le détail de la formule de calcul utilisée est présentée dans le modèle de recherche. Les données sur l’effort et les coûts des projets proviendront directement de la base de données.

Développement d’un logiciel d’estimation
Le développement d’un système d’information dans le cadre d’un projet de recherche permet de fournir une réponse à la question de recherche par voie de démonstration. Il doit être effectué de la manière suivante, selon Nunamaker et al. (1991).


On construit d’abord un modèle conceptuel de recherche. Ce modèle comprend une question de recherche clairement énoncée; un survol des fonctionnalités requises pour le futur système; un résumé du processus de développement à adopter; ainsi qu’une revue de la littérature portant sur les objectifs du système.

Ensuite, on développe l’architecture générale du système, en fonction des besoins globaux d’extensibilité et de modularité. Cette architecture définit les principales composantes du système, leurs fonctionnalités ainsi que leurs interrelations.

Vient ensuite le moment d’analyser et de concevoir le système. On conçoit le modèle des bases de données requises (modèle statique) ainsi que les procédures par lesquelles le système accomplira ses objectifs (modèle dynamique). Il est possible de développer des solutions alternatives et de choisir la meilleure selon une analyse plus approfondie des besoins.

Après avoir conçu le système, on doit en réaliser une version fonctionnelle (si l’on adopte une méthode itérative, cette version fonctionnelle constituera un prototype). L’activité de réalisation du système permet de découvrir plusieurs éléments de réponse à la question de recherche. Elle permet d’en savoir plus sur les concepts et problèmes étudiés, ainsi que de découvrir des problèmes imprévus potentiels et de les solutionner.

Enfin, on observe et évalue la performance du système créé, par voie d’études de cas et d’expériences en laboratoire. Suite à ces études, on raffine le modèle utilisé, on consolide les apprentissages réalisés et on recommence le cycle.

À tout moment durant le processus de recherche, il est possible de revenir à une étape antérieure si désiré, par exemple lorsque de nouveaux apprentissages invalident une portion du travail déjà réalisé.

La présente recherche ne se conforme pas entièrement au modèle présenté ci-haut. À cause d’un manque de temps, l’utilisation du logiciel par les spécialistes d’Hydro-Québec ne sera pas observée à long terme. La question de recherche trouvera sa réponse dans la seule réalisation d’un système fonctionnel, qui passera par les quatre premières étapes du cycle de Nunamaker et al. L’étude de l’utilisation et des bénéfices apportés par ce système pourra constituer l’objet d’un travail futur.

Pourquoi répondre à la question de recherche par le moyen d’un développement de système? La question nécessite une comparaison entre une solution proposée et des méthodes d’estimation concrètes et pratiques. On devra donc retrouver ces aspects concret et pratique dans la solution, afin de pouvoir effectuer une comparaison valable. Le développement d’un logiciel permet d’obtenir une telle solution. 

Pourquoi utiliser le modèle de Nunamaker et al.? Ce modèle permet de passer efficacement d’un modèle conceptuel abstrait à un système concret, tout en maximisant les apprentissages et la collecte d’éléments de réponse à la question de recherche. Le cycle de développement de Nunamaker et al. adapte le cycle traditionnel éprouvé au cadre de la recherche scientifique, et s’applique ainsi très bien au contexte du présent travail.


Cadre d’analyse de la recherche

La présente section décrit le modèle de recherche utilisé pour chacun des deux volets de l’étude.

Évaluation de la méthode courante
L’évaluation de la méthode courante sera faite au moyen de la magnitude de l’erreur relative (magnitude of relative error, ou MRE), telle qu’utilisée dans plusieurs études de performance de modèles d’estimation (Vicinanza et al., 1991). La MRE est l’erreur absolue entre l’effort ou le coût estimé pour le projet (WMest) et l’effort ou le coût réalisé (WMact), divisé par le coût réalisé. Elle prend la forme d’un pourcentage. La formule est la suivante :


[image: image1.wmf]
Développement d’un logiciel d’estimation
Selon Nunamaker et al., le modèle de recherche dans le cas d’un développement de système d’information consiste en un survol des fonctionnalités du futur système, un survol de la méthode de développement adoptée ainsi qu’une question de recherche et une revue de littérature. Ces deux derniers éléments ont déjà été présentés plus haut. Voici donc le survol de la méthode de développement et une définition sommaire du futur système.

Le modèle de développement utilisé est le cycle traditionnel qui constitue les étapes 2, 3 et 4 du cycle de Nunamaker et al. tel que présenté plus haut. Le cycle commence par le développement d’une architecture générale, suivi de l’analyse et de la conception du nouveau système, et enfin de la réalisation du système.

Le logiciel développé utilisera un réseau de neurones pour estimer l’effort de développement des projets informatiques. Il utilisera donc une méthode algorithmique raffinée d’estimation. Le modèle d’inférence du réseau (les formules appliquées pour calculer l’effort) sera adapté aux nombreux projets passés d’Hydro-Québec, projets sur lesquels la compagnie conserve des données quant à la taille et aux efforts estimés et effectivement fournis. Pour chaque projet passé, le réseau de neurones analysera les données recueillies en début de projet et les comparera à l’effort effectivement fourni. Le lien causal raffiné qui sera établi permettra d’estimer l’effort lié à de nouveaux projets. L’abondance des données recueillies jusqu’à présent par Hydro-Québec est une richesse qui permet d’anticiper un réseau de neurones efficace.

Les fonctionnalités du logiciel incluront l’opérationnalisation du réseau de neurones choisi avec des données sur de nouveaux projets, ainsi que le maintien d’une base de données de projets passés. Cette base de données sera mise à jour après chaque projet de développement informatique chez Hydro-Québec, et servira d’input au réseau de neurones. Elle contiendra tous les éléments d’information qui seront nécessaires à la construction des liens d’inférence du réseau. Ces éléments d’information seront déduits d’une analyse des données sur les projets passés.


Importance et pertinence de la recherche

La recherche sera uniquement basée sur le cas précis d’Hydro-Québec, et les possibilités de généralisation des résultats aux autres entreprises sont pratiquement nulles, vu le caractère unique de la société d’état. Ainsi, la présente recherche trouve son importance dans la seule amélioration des méthodes d’estimation utilisées chez Hydro-Québec (ou dans la confirmation que les méthodes utilisées chez Hydro-Québec sont déjà très performantes, dans le cas où aucune amélioration ne pourrait être faite), ainsi que dans l’application pratique de la technologie du réseau de neurones comme outil d’estimation de l’effort de développement.

En quoi ce travail est-il pertinent, sur le plan de la recherche? Il représente un test pratique de la technologie du réseau de neurones dans le cadre de l’estimation de l’effort de développement. Il est attendu que dans le cas particulier d’Hydro-Québec, la performance du réseau de neurones sera supérieure à celle de méthodes statistiques moins raffinées, ainsi qu’à celle d’un expert humain; la recherche permettra au chercheur de confirmer ou d’infirmer cette attente et constituera une tentative de positionnement du réseau de neurones par rapport aux autres méthodes d’estimation.

En quoi ce travail est-il pertinent, sur le plan pratique? Le principal bénéficiaire de la recherche sera Hydro-Québec, qui y trouvera une évaluation de la qualité de ses méthodes d’estimation actuelles, ainsi que, possiblement, un outil d’estimation plus performant. Tel que mentionné plus haut, l’exactitude des estimations se traduit par des décisions éclairées et éventuellement des économies substantielles pour l’entreprise. Parallèlement à cela, la recherche constituera un exemple pratique pour quiconque désirerait concevoir un système d’estimation basé sur la technologie du réseau de neurones. La confidentialité des données fournies par Hydro-Québec ne permettra pas aux autres entreprises de bénéficier du système déjà conçu, mais  il sera possible d’utiliser la même méthodologie de développement ou de s’y baser pour l’améliorer. Enfin, vu la versatilité du réseau de neurones, l’exemple d’application fourni par la recherche pourra possiblement servir à des applications de cette technologie dans d’autres contextes.


Échéancier préliminaire

La présentation de la proposition préliminaire aura lieu le 30 mars 1999. La présentation de la proposition finale aura lieu en novembre 1999. Enfin, le dépôt du mémoire aura lieu au printemps de l’année 2000. Voici un échéancier préliminaire plus détaillé (sujet à des modifications, au besoin).

30 mars 1999

· Présentation de la proposition préliminaire

5 mai 1999 – 7 juillet 1999 (un à deux jours par semaine)

· Revue de littérature 

· Évaluation de la méthode existante chez Hydro-Québec

20 juillet 1999 – 30 septembre 1999 (temps plein)

· Revue de littérature

· Évaluation des options de réseaux neuronaux et de leur inclusion à un logiciel d’estimation

30 septembre 1999 – 30 novembre 1999 (temps plein)

· Analyse et conception du logiciel d’estimation

Novembre 1999 (date exacte à déterminer)

· Présentation de la proposition finale de mémoire

30 novembre 1999 – 20 décembre 1999, 5 janvier 2000 – 20 février 2000 (temps plein)

· Réalisation du logiciel d’estimation

20 février 2000 – 20 mars 2000 (temps plein)

· Test du logiciel d’estimation

· Évaluation de la performance du logiciel

20 mars 2000 – 1er avril 2000 (temps plein)

· Comparaison de la performance du logiciel et de la performance de la méthode actuelle chez Hydro-Québec

1er avril 2000

· Dépôt du mémoire
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Réaliser le système ou un prototype du système





Analyser et concevoir le système





Développer l’architecture d’un système





Construire un modèle conceptuel
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