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Abstract

To analyze the determinants of the observed variation ckgidces, Campbell and Shiller (1988) have suggested
decomposing unexpected stock returns into unexpectedyeban investors’ beliefs about future cash flows (cash
flow news) and discount rates (discount rate news). Basedgeneralization of this approach to a framework with
regime-switching parameters and variances, we analyzeetemposition of the conditional variance of returns on
the S&P 500 index over the business cycle. The cash flow newedtively more important than discount rate
news in determining the conditional variance of returnsxpamsions. The conditional variances of returns and its
components increase in recessions. However, the conaliti@miance of discount rate news increases more than
that of cash flow news and, thus, the discount rate news becoatetively more important than cash flow news
in determining the conditional variance of returns in ret@ss. In contrast to the standard Campbell and Shiller
approach with constant parameters and variances, cashdles/recomes more important than discount rate news in
determining the unconditional variance of returns when leparameters and variances to vary over the business
cycle. We show that these results are broadly consistehttivit implications of a stylized asset pricing model in
which the growth rates of dividends and consumption takeiff@erent values depending on the underlying state of

the economy.

Key words: return decomposition, business cycle, unc@rdit and conditional variances, time-varying param-

eters, time-varying variances, asset pricing model, lagrmegime switching fundamentals.



1 Introduction

Stock prices depend on investors’ expectations aboutdwash flows and discount rates. Thus, stock prices vary as
a result of changes in investors’ expectations about thegers. A natural question to ask is whether the observed
variation in stock prices is mostly due to changes in inusStxpectations about future cash flows or discount rates.
Although this is an empirical question, it also has impadriaplications for understanding and modeling how financial
markets work. Hence, it is not surprising that this quedtiasbeen a central issue in finance and is still a hotly debated
topic.

To address this issue, Campbell and Shiller (1988) sug@estndposing stock returns into two components: (1)
changes in investors’ expectations about discount rateshis commonly referred to as the discount rate news, and
(2) changes in investors’ expectations about future dividgrowth rates, which is commonly referred to as the cash
flow news. One can then simply analyze the relative impogasfceach component in determining the observed
variation in stock prices by considering their contribatto the overall unconditional variance of stock returns.

However, neither discount rate nor cash flow news can bettjirebserved. Hence, one has to find empirical
proxies to analyze their relative contribution to the olisdrvariation in stock prices. The standard approach in the
literature is to model the short-run dynamics of expectédrns in a vector autoregressive (VAR) system, obtain an
empirical proxy for the discount rate news based on foredasin the estimated VAR system and back out cash flow
news as residual from the decomposition of returns. Thisaggh has several advantages. First of all, one needs to
understand only the short-run dynamics of expected reamdsot that of cash flows, which can be relatively difficult
to model. Secondly, it has been easier to forecast retuarsdividends, at least in the last 50 years. Last but not
least, it is a very straightforward and easy-to-implem@mtraach as it only requires the estimation of a simple VAR.
Hence, it is not surprising to find a large literature implenigg the standard approach to answer different questions
in finance, macroeconomics and accountiridowever, the standard approach depends heavily on thecpability
of returns. Given the growing empirical evidence againstgtedictability of returns (e.g. Welch and Goyal (2008)),
it has also recently come under some critickm.

Most studies in the literature focus on the decompositiothefunconditional variance of stock returns based on
the standard approach with linear VAR models and constaahpeters. However, there is growing empirical evidence
that both variances and the predictability of returns anetvarying. First of all, it is a well-known empirical fattet
the conditional variances of stock returns and most of thedstrd predictor variables are time-varying and change
with changing market conditions. For example, most findn@aables, including but not limited to stock returns,
tend to be much more volatile in recessions than expansisasondly, there is growing recent empirical evidence
that the predictive power of certain variables for retusalso time-varying and depends on underlying business and

economic conditions (see Dangl and Halling (2011), Hen&pkncer, and Nardari (2011) and references therein).

1In macroeconomics and finance, the list of articles usingsthedard approach is long and includes but not limited to ket (1991),
Campbell (1993), Campbell and Ammer (1993), Campbell and(¥893), Campbell (1996), Campbell and Vuolteenaho (2p0@ampbell and
Vuolteenaho (2004b), Bernanke and Kuttner (2005) and Ceihptolk, and Vuolteenaho (2010). There are also few agi@h accounting using
the standard approach, e.g. Callen and Segal (2004), Chitare, and Segal (2005), and Callen, Livnat, and Segal (2006

2Chen and Zhao (2009) show that the empirical results basekeostandard return decomposition approach tend to betigertsi the set of
predictor variables and the time period.



Hence, one needs to keep these empirical facts in mind whglementing any return decomposition approach since
results based on an approach that captures these empadtahfight be completely different than those based on the
standard approach. Furthermore, one also needs to distinine decomposition of unconditional variance from that
of conditional variance, which might be changing over tirag¢tee economy and financial markets go through periods
of tranquility and turbulence.

In this paper, we are mainly interested in the decompositiotme conditional variance of returns on the S&P
500 index over the business cycle. Our main assumption idbtith parameters and variances are time-varying and
depend on the underlying state of the economy. To this endirstgrovide some empirical evidence that the VAR
parameters (thus, the predictive power of variables farnsf) and residual variance matrix do indeed change over the
business cycle. Specifically, we find that (1) the predictoiables are less persistent in recessions than expansions
and the whole sample, although implying stationary praeessboth recessions and expansions; (2) the variances and
covariances of VAR residuals are much higher (in magnitudecessions than expansions; (3) returns are much more
predictable in recessions than expansions as suggestdagdhmyr djusted?? and more parameters with statistically
significant estimates. We then decompose the returns imeige and recessions based on the standard approach
under alternative assumptions about the VAR parametersesittlial variance matrix. We find that the decompaosition
of returns changes dramatically between expansions aedsiens mostly due to time-varying VAR parameters and
less so due to time-varying residual variance matrix.

These results provide some preliminary empirical evidéhaethe decomposition of returns might be changing
over the business cycle. However, they only correspond potmetical situations since the standard approach cannot
capture in a consistent manner the empirical fact that tbe@uny switches between expansion and recession periods.
In this paper, we do this by modeling the short-run dynamfagturns and predictive variables in a Markov regime
switching vector autoregressive model (MSVAR) where bbih VAR parameters and residual variance matrix are
assumed to switch between different values based on thelymgestate of the economy. We then generalize the
standard return decomposition approach to this framewodks&ow that the conditional variances of cash flow and
discount rate news as well as their conditional covariaarebe expressed in closed-from when the state variable is
observable and can be calculated numerically based onatiiong otherwise.

Based on this framework with regime-switching VAR param&sad residual variance matrix, we decompose the
returns on the S&P 500 index over the business cycle. Wewsitirthe decomposition of the unconditional variance
based on the time-varying approach. This allows us to coenpar results to those based on the standard approach.
The unconditional variances of unexpected returns anddigcrate news as well as the unconditional covariance
between discount rate and cash flow news are smaller in magnwhile the unconditional variance of cash flow
news is higher. This in turn implies an increase in the nedationtribution of cash flow news to the unconditional
variance of returns, compared to the standard approacltifiépby, the cash flow news explains 46% (compared to
29% in the standard approach), the discount rate news aspl@io (compared to 43% in the standard approach) and
the covariance between them explains 14% (compared to 2&8% standard approach) of the unconditional variance

of returns. These results suggest that the cash flow newsrgscmore important in determining the unconditional



variance of returns when one takes into account the timgingnature of predictive relations and variances over the
business cycle.

Turning our attention to the decomposition of the condiilorariance reveals how the relative importance of each
component changes over the business cycle. First of altdhditional variance of unexpected returns as well as its
components are generally higher in recessions than exgensbtecond, they also tend to be relatively stable within
each regime, maybe with the exception of the recent finawcisis. Last but not least, the relative importance of
each component in determining the conditional variancestafrns changes over the business cycle. In expansions,
the conditional variance of cash flow news is higher than ¢fiaiscount rate news, and thus, contributes more to
the conditional variance of returns. The opposite holdeoessions. Specifically, the conditional variance of cash
flow news explains, on average, between 40% and 60% of condltivariance of returns in expansions. This ratio
decreases in recessions (with the exception of the 200&siecy to between 20% and 40%. The conditional variance
of discount rate news explains, on average, between 30% @¥do# conditional variance of returns in expansions.
This ratio increases in recessions to between 50% and 90%cdihtribution of the conditional covariance between
cash flow and discount rate news to the conditional variafcetorns is between 30% and -30% in expansions and
this contribution generally decreases and becomes moggine@n recessions.

For our main empirical results, we focus on the decompasitiomonthly returns on the S&P 500 index over
NBER business cycles between January 1960 and Decembeugititterm spread, dividend yield and value spread
as additional state variables in the VAR. Chen and Zhao (R6l0@w that the empirical results based on the standard
return decomposition approach tend to be sensitive to thef s¢éate variables and the sample period. To this end, we
also analyze the robustness of our main empirical resuttean the time-varying approach and find that they are
mostly robust to using a longer sample period between JuRé 48d December 2010, using the first four principal
components of a large number of known predictor variablearaglternative set of state variables and using an
alternative definition of the business cycle based on theoimed state probabilities obtained from the estimation
of a two-state Markov regime switching model for the log gttowate of monthly industrial production index. More
importantly, these results suggest that taking the tinrgiwg nature of return predictability into account has the
potential to address the criticism of the standard apprdgcChen and Zhao (2009) based on the lack of return
predictability.

To understand the intuition behind our empirical results,censider a stylized asset pricing model and analyze
its implications for the decomposition of returns over thusibess cycle. Specifically, we consider a pure exchange
economy (Lucas (1978)) in discrete time where the preferen€a representative investor are modeled by a constant
relative risk aversion utility over consumption. Assumitigit investors have access to implicit labor income, we
model the (log) growth rates of dividend and consumptioneagkov regime switching vector autoregressive model.
We derive the data generating process of returns in clogsedds a function of unexpected dividend growth rates and
changes in investor’s beliefs which in turn depend on unetquedividend and consumption growth rates. Given that
investors observe the true data generating process ohsgtue can directly apply the return decomposition approach

of Campbell and Shiller without the need for a forecastingleisuch as a VAR. We obtain cash flow and discount



rate news as defined by the Campbell and Shiller approacb$edlfrom as functions of unexpected dividend growth
rates and changes in investor’s beliefs. We also show tkatrthonditional and conditional variances and covariances
of cash flow and discount rate news can be expressed in closadvhen the state variable is assumed observable and
can be calculated based on simulations otherwise. We tharedlee implications of this model for the decomposition

of returns over the business cycle. To do this, we calibtagemodel parameters to US data and simulate monthly
observations from the model assuming that the states pamego the NBER business cycles. We then decompose the
simulated returns based on the Campbell and Shiller appneging the true data generating process as the forecasting
model.

In this framework, we first argue that the investors’ riskrai@ parameter is the main driving factor behind the
unconditional variance of returns and its decompositiamsée this, note that the marginal rate of substitution and,
thus, the stochastic discount factor depend on investigksarersion in asset pricing models like the one considiered
this paper where investors have power utility over consionpi#s investors become more risk averse, the stochastic
discount factor and, thus, discount rate news become mdaélgo On the other hand, the coefficients multiplying
investors’ beliefs in the definition of cash flow news in thisrhework becomes smaller and, thus, the cash flow news
becomes less volatile. The covariance between the two coeme is always positive and increases with increasing
investors’ risk aversion. In the Campbell and Schiller deposition, an increase in the variance of either discount
rate or cash flow news increases the variance of returns whilacrease in their covariance decreases it. For low
levels of risk aversion, the variance of returns decreas@s/astors become more risk averse. This is due to the fact
that the increase in the variance of discount rate news israed by the decreases in the variance of cash flow news
and (-2 times) the covariance between the two componentshi§b levels of risk aversion, the opposite holds and
the variance of returns increases as investors become iskraverse. We also show that the decomposition of the
unconditional variance of returns observed in the dataliséwith what this stylized asset pricing model implies for
reasonable model parameters. Specifically, this stylizsdtgpricing model can match the empirical facts about the
decomposition of the unconditional variances of returmg&fdsk aversion parameter of 7.5, which is similar to values
considered in the literature, see for example Bansal anonv@004).

We then show that this stylized asset pricing model predi@sfollowing regarding the decomposition of the
conditional variance of returns over the business cycleth@ conditional variance of unexpected returns from our
model are higher in recessions than expansions; (2) theitcwmal variances of both cash flow and discount rate
news are also significantly higher in recessions than expasig3) the conditional covariance between cash flow and
discount rate news is positive and higher in recessionsd@Rpansions; (4) the conditional variances and covariances
are constant within each regime; (5) the relative imporasfacash flow news is lower in recessions than expansions;
(6) the relative importance of discount rate news is higheetessions than expansions; (7) the contribution of the
conditional covariance between cash flow and discount etes is negative in expansions and recessions and increases
in magnitude in recessions; (8) cash flow news is relativedyenmmportant than discount rate news in expansions while
the opposite holds in recessions. The observed empiricesl ée mostly in line these implications with the exception

of the one about the conditional covariance between cashdifmhdiscount rate news, which is, on average, negative



in the data.

The main driving factor behind these predictions of thidizagg model is the transition probability matrix. We
calibrate the transition probability matrix to match thentidy transition probabilities of the NBER business cycles
between 1960 and 2010. Expansion periods as defined by thé&kN&#l to be longer than recession periods and
thus also more persistent. Hence, the probability that tom@my switches from a recession to an expansion is
higher than the probability that the economy switches franexpansion to a recession. This fact makes investors’
beliefs more volatile in recessions than expansions, whidurn implies the conditional variance of returns, the
conditional variance of its components and the conditiongriance between its components are higher in recessions
than expansions. In this stylized model, cash flow news diépeinvestors’ beliefs as well as the unexpected dividend
growth rate while discount rate news depends only on inve'sbeliefs. This in turn implies that the conditional
variance of discount rate news is much more sensitive to hapges in the volatility of investors’ beliefs than that
of cash flow news. Thus, the increase in the volatility of stees’ beliefs in recessions results in a bigger increase in
the conditional variance of discount rate news relativénad bf cash flow news, making discount rate news relatively
more important in recessions.

The paper closest to ours is Bianchi (2010) which also censidecomposing returns based on a MSVAR. In this
framework, he identifies a 1930s regime and argues that vamsduring the Great Depression and its aftermath
shaped the way agents think about financial markets. He thensiders the two beta model of Campbell and
Vuolteenaho (2004a) and shows that its performance dependsluding the 1930s regime. Although our return
decomposition approach based on a MSVAR is similar to himéwsork, our paper differs from his in several aspects.
First of all, we use this framework to identify expansion aadession periods of the business cycle while he uses it
to identify the Great Depression period. Secondly, we fanostly on the decomposition of the conditional variance
of returns and show how it changes over the business cyclie ubi focuses mostly on the decomposition of the
unconditional variance and its implications for the twoaetodel of Campbell and Vuolteenaho (2004a). Third,
from a technical point of view, our solution and estimatigpeaches are quite different than his. Last but not least,
we derive closed-form formulas for the decomposition ofimes in a stylized asset pricing framework and use this
framework to provide intuition behind our empirical result

Our paper is related to a growing literature analyzing thatiree importance of discount rate and cash flow news
from some alternative perspectives. For example, Vuoitkei2002) uses an accounting-based present-value formula
that uses return on equity instead of dividend growth as #sichcash flow fundamental. Larrain and Yogo (2008)
suggest using net payout, which is the sum of dividendstesteequity repurchase net of issuance, and debt repur-
chase net of issuance, as the proxy for the total cash outow fine corporate sector. Chen, Da, and Zhao (2013)
propose using direct expected cash flow measures based dimikspecific implied cost of equity. Most of these
studies find cash flow news to be more important than prewdhslught, especially in determining the variation in
prices of individual stocks. This is similar to what we findskbd on the time-varying approach.

The rest of the paper is organized as follows: Section 2 pteske standard approach for comparison purposes.

Section 3 provides some preliminary empirical evidencehentime-varying nature of the decomposition of returns.



Section 4 introduces the time-varying approach and predbetdecomposition of returns over the business cycle.
Section 5 presents the implications of a stylized asseingrimodel for the decomposition of returns over the business

cycle. Section 6 concludes.

2 The Standard Return Decomposition Approach

In this section, we present some empirical results baseti@standard approach to serve as a benchmark. To this
end, we first briefly describe the basic framework of Campdnedl Shiller (1988) and discuss the standard empirical
approach employed to implement it. We then present empimsallts on the decomposition of the unconditional

variance of S&P 500 returns based on the standard approach.

2.1 Return Decomposition

Campbell and Shiller (1988) show that log stock returs;, can be expressed as a linear approximation of the log

dividend-price ratio around its long term mean:

Ter1 2k + ppeyr + (1 —p)dep1 — pe

whered;; andp,; are log dividend and price in perigdt 1, respectivelyp andk are parameters of linearization
defined ap = 1/(1 + exp(d — p)) andk = —log(p) — (1 — p)log(1/p — 1) andd — p is the long term mean of the
log dividend-price ratiod; 11 — p;+1. Assuming that a transversality condition holds, Campéaed Shiller (1988)

show that unexpected return in peribgt 1 can be decomposed as follows:

Tigr = Ter1 — Eifre]
= Eiq [medmﬂ} - E, [medmﬂ»]
=0 j=0
- (Et+1 {ijrt+l+j:| - E; {ijrt+1+j:|)
j=1 j=1
= CFt+1 - DRt+1. (1)

whereDR; 1, referred to as the discount rate news, is the change intorg&xpectations in periot+ 1 about
discounted sum of future excess returns or, equivalentlyyé discount rates andF, . |, referred to as the cash flow
news, is the change in investors’ expectations in peried about discounted sum of future dividend growth rates or,

equivalently, future cash flows.

2.2 Unconditional Variance Decomposition

Based on the decomposition in Equation 1, the unconditisaghnce of unexpected stock returns can be decom-

posed into three components: the unconditional varianteash flow and discount rate news and the unconditional



covariance between the two components as follows:
var(ri,,) = var(CFy11) +var(DRyq) — 2covar(CFiyq1, DRiyq). (2

The relative importance of each component in determiniegoibserved variation in stock returns can then be ana-
lyzed based on the relative contribution of each comporetite overall unconditional variance of stock returns, i.e.

var(CFy1) /var(riy, ), var(DRy 1) /var(rf, ) andcovar(CFy1) /var(ry ).

2.3 Empirical Implementation

Given that neither discount rate nor cash flow news can bettlirebserved, one needs to find empirical proxies for
them. Campbell and Shiller (1988) suggest modelling thetstum dynamics of expected returns to obtain forecasts of
future expected returns and, thus, a proxy for discountrates and back out cash flow news as the sum of unexpected
returns and discount rate news. Hence, the standard practice literature has been to model the short-run dynamics
of expected returns in a vector autoregressive (VAR) systégmsome other state variables that have predictive power
for future returns:

Xit1 =@+ PX; + €41 (3)

whereX; 1 = [ri41,Z;, )" isanN x 1 vector of excess stocks returns(;) and predictor variable; ;). ® is an

N x N matrix, ¢ is anN x 1 vector ance;+1 ~ N(0,Y)isalN x 1 vector of VAR residuals. We use bold symbols to

denote vectors and matrices and non-bold symbols to decalars for the rest of the paper unless otherwise stated.
The forecasting model in Equation 3 is estimated using, gdige monthly data on excess stock returns and

predictor variables. Choosing a value fgrone can obtain a proxy for the current discount rate newlseashtange in

the expected future stock returns based on the forecastsifi® estimated VAR system and then back out the current

cash flow news as the sum of current unexpected return anolaiisate news as follows:

DRiyi = ei(I—p®) ' p®(Xej1 — ¢ — BXy) = €| (I— pd®) ' pPés

CPip1 = e (I+p®(I—p®) ) (Xps1 — ¢ — BXy) = | (I+ p@(I— p@) 1)érp

The unconditional variance of returns can then be decontpiose its components as in Equation 2ar(DRi41),
var(CFy41) andcov(CF;41, DRy+1) can be obtained as the sample variance€sBf,; andD R, and their sample
covariance, respectively. Or, equivalently, they can bwiobd based on the sample variance matrix of the VAR

residuals.Y, as follows:

var(DRiy1) = (ep@(I—pd) )Y (e)p®(I—pd)~")
var(CFiy1) = (efI+p@I— p®)~")Y(e)(I+ p@(I— p@) "))
@00(CFiy1,DRip1) = (ej(I+ p@(I— p®@)~ )Y (e|p®(I— p@)~ ")



2.4 Empirical Choices

In this paper, we are interested in decomposing the markatreTo this end, we use the continuously compounded
monthly returns on the S&P 500 index, including dividendsnt Center for Research in Security Prices (CRSP) in
excess of the log risk-free rate to proxy for the excess metur the market indexr{) between January 1960 and
December 2010. Following the literature, we geb 0.997 in monthly data which correspond to an annual average
dividend-price ratio of around 4%.

As for the other state variables in the VAR, we consider tggnead (ms;), dividend yield (y;) and value spread
(vsy). The term spread is the difference between the long terid gie government bonds and the Treasury bill. The
dividend yield is the log ratio of dividends to lagged pric&se value spread is the difference between the log book-
to-market of small value stocks and that of small growth lstodata on excess returns, term spread and dividend
yield are from Amit Goyal's website. The value spread is glted based on the six size and book-to-market sorted
portfolios from Ken French’s website. We also use these asthte variables in our estimations for the rest of the

paper. We discuss the robustness of our results to usindeanaive sets of state variables in Section 4.6.

2.5 Empirical Results

In this section, we present the decomposition of returnedbas the standard approach. Panel (a) of Table 1 presents
the estimates of the VAR parameters and the adjustddiReach variable. First of all, the adjusted & the equation

for returns is extremely low at 0.68%. This is not surprisagyit is well known that most predictive variables,
including the ones considered in Table 1, do not have muclepowiorecasting returns. Second, only the term spread
has a significant coefficient estimate in the equation forréterns suggesting that other variables do not have any
significant predictive power for returns. Third, all pretilie variables are persistent with significant coefficiers
their own lagged values. However, the eigenvalues of theixndtin Equation 3 all lie inside the unit circle suggesting
that the VAR is stationary. Panel (b) of Table 1 presents ¢éisgdual variance matrix. The first diagonal element is
the unconditional variance of monthly excess returns orSikE 500 index which we decompose into the variance
of cash flow and discount rate news and their covariance. | Pgneresents the decomposition of the unconditional
variance of returns. The unconditional variance of dis¢oate news constitutes 43% of the unconditional variance of
returns. On the other hand, 29% of the unconditional vagaficeturns can be attributed to the unconditional variance
of cash flow news. The remaining 28% is due to the unconditiomzariance between the two components. These
results suggest that discount rate news is, on averagéyeffanore important than cash flow news in determining
the unconditional variance of returns on the S&P 500 indéresE results are also generally consistent with those in
Campbell and Ammer (1993) and Chen and Zhao (2009).

3 Time-Varying Parameters and Variances

Our time-varying approach is motivated by the growing eimplrevidence that both the variances and predictive

power of certain variables for returns are time-varying.this section, we first provide some empirical evidence



that the VAR parameters (thus, the predictive power of Wemfor returns) and residual variance matrix do indeed
change over the business cycle. To this end, we first disshdietween expansion and recession periods as defined by
NBER. We estimate the VAR parameters and the residual w@iaratrix in expansions and recessions, separately, via
weighted least squares. Specifically, we estimate the VARaha expansions (recessions) assuming that the weight
of an observation is one if the economy is in an expansioregson) period and zero if it is in a recession (expansion)
period. We then decompose the returns in expansions angsiens based on the standard approach under alternative
assumptions about the VAR parameters and residual varraatiéx.

Panels (a) of Tables 2 and 3 present the VAR parameters imsixpe and recessions, respectively. First of all, the
predictor variables are less persistent in recessions amdo expansions. However, the VAR parameter estimates
in both recessions and expansions imply stationary presesore importantly, the adjusted R expansions is only
0.40% and lower than the adjusted Bver the whole sample. On the other hand, the adjusteth Recessions is
slightly higher than 10%, which is generally considered éeguigh explanatory power in the literature on forecasting
returns. Finally, none of the variables in the equation &ums is statistically significant in expansions whileythee
all statistically significant in recessions with the exéepf the value spread.

Panels (b) of Tables 2 and 3 present the residual varianagnraexpansions and recessions, respectively. As
it is well known, the variance of unexpected returns in reiess is higher than (almost twice of) that in expansions.
The variances of the residuals of predictor variables ae laigher in recessions than expansions. Furthermore, the
covariances also vary between expansions and recessidmsastly increase in magnitude in recessions.

Panels (c) of Tables 2 and 3 present the decomposition ofndlitbanal variance of returns in expansions and
recessions based on their corresponding VAR parameterseaitihal variance matrices. Before proceeding to the
discussion of these results, we should first note that thesendpositions of returns in expansions and recessions
based on the standard approach correspond to hypotheticaians. To see this, note that the standard approach
assumes that the economy will stay in the same state tillitnfiiThis is due to the fact that the standard approach
cannot capture in a consistent manner the fact that the egpawitches between expansion and recession periods.
Nevertheless, these results provide some intuition on hewdecomposition of returns might be changing over the
business cycle.

We start with the decomposition of returns in expansionscamapare it to that based on the whole sample period.
The variance of cash flow news increases almost fivefold aataftdiscount rate news decreases while the covariance
between cash flow and discount rate news changes sign aedéesrin magnitude. As a result, the relative importance
of cash flow news increases almost fivefold and that of diso@ti® news remains almost the same while the covariance
term has a large negative contribution to the overall vagaof returns compared to its modest positive contribution
in the whole sample.

We now turn attention to the decomposition of returns in ss@mms and compare it to that based on the whole
sample period. The variance of discount rate news incredsesst sixfold and that of cash flow news increases only
slightly while the covariance between cash flow and discoatetnews changes sign and increases in magnitude. As

a result, the relative importance of discount rate newseimees and and that of cash flow news remains almost the



same while the covariance term has a large negative cofitibto the overall variance of returns compared to its
modest positive contribution in the whole sample. Theseltesuggest that the cash flow news are more important
than discount rate news while the opposite holds in recessieurthermore, the covariance between the two plays a
more important role in determining observed variation otktprices both in expansions and recessions compared to
the whole sample period.

The decompositions of returns in expansions and recesgiessnted in Tables 2 and 3 are based on the assump-
tion that both VAR parameters and residual variance matgace time-varying. To understand how these two empirical
assumptions affect the decomposition of returns, one casider them separately as we do in Table 4. We consider
in Panel (a) of Table 4 the assumption that the VAR paramatersime-varying and identical to those presented in
Panels (a) of Tables 2 and 3 with a constant residual variaxatex estimated over the whole sample based on time-
varying VAR parameters. These results are similar to theesgmted in Panels (c) of Tables 2 and 3. Specifically,
under the assumption of time-varying parameters but cohgtiance, the cash flow news are more important than
discount rate news while the opposite holds in recessiorBahel (b) of Table 4, we consider the assumption that the
VAR parameters are constant and identical to those estihuater the whole sample but the residual variance matrix
are estimated over expansions and recessions separateyafliances of cash flow and discount rate news as well
as their covariance increase in recessions compared tmggpa. This increase is more pronounced for discount
rate news than cash flow news. The relative importance of eastponent also changes between expansions and
recessions but not as dramatically as under the assumgtionesvarying parameters. Overall, the results in Table
4 suggest that the dramatic change in the decompositiontuinsebetween expansions and recessions presented in
Panels (c) of Tables 2 and 3 is mostly due to time variatiom@&é\fAR parameters. Time-varying residual variance

matrices also contribute to this change but in a somewhaplesounced fashion.

4 Time-Varying Return Decomposition Approach

Our results in Section 3 suggest that time variation in thék\ffarameters and residual variance matrix over the
business cycle might have important implications for theaskeposition of returns over the business cycle. However,
as mentioned above, the evidence presented in Sectionesporrd to hypothetical situations due to the fact that the
standard approach implicitly assumes that the economy gtethie same state till infinity. In this section, we analyze
the decomposition of returns assuming that the economylsest between expansions and recessions. To do this,
we first generalize the standard decomposition approacir&rework where both the VAR parameters and residual
variance matrix are assumed to switch between differenegtbased on the underlying state of the economy. We then

analyze the decomposition of both unconditional and cdortid variances of returns over the business cycle.

4.1 Forecasting Model

To capture the time-variation of the VAR parameters anddtedivariance matrix over the business cycle, we model

the dynamics of returns and predictive variables in a Manemime switching vector autoregression (MSVAR) as
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follows:

Xt+1 =g, + ASt+1Xt + €141 (4)

whereX, 1 = [r41,7Z;,,]" isanN x 1 vector of excess stocks returns and predictive variabkebgéore. A; is
anN x N matrix, o; is anN x 1 vector fori = 1,2,...,M ande;; ~ N(0,Xg, ) isaN x 1 vector of error
terms. The state variablg, follows a first order M-state Markov chain with transitioropability matrix Q whose
ijth elementy; ; = Prob(Si+1 = j|S; = ).

Before characterizing the unexpected return and its deositipn, the following lemma derives the expected value

of X, based on the information set at time

Lemma 1.
ElXirr] = (lu®Iy) (fl ()L, @ 1) + £ (7)(IL & 1N>Xt) 5)

wherel,, is a M x 1 vector of ones andly is the N x N identity matrix.f; (7) andf>(7) are matrices defined in
the appendixIT; is the M x 1 vector of probabilities associated with each state condgi on the information set in
periOdt, Fi, e II, = [P?"Ob(St = ].|.7:t), P?"Ob(St = 2|.7:t), R ,P?"Ob(St = M|.Ft)]/

Lemma 1 shows that the expectation about the future valu&s of conditional on the information set in period
t does not only depend on the values of the variables in peridd, as in the standard approach, but also on the
probabilities associated with each state conditional eniifiormation set in period. We refer to the information
setF as investors’ information set. Thus, expectations coordpo investors’ expectations and state probabilities

correspond to investors’ beliefs about the state variable.

4.2 Return Decomposition

The following proposition presents the decomposition abypected return in periad+ 1 into discount rate and cash

flow news based on the MSVAR in Equation 4 as the forecastinggmhno

Proposition 1. Assume that th&; follows the process in Equation 4. The unexpected returrherrisky asset in

periodt + 1 can be expressed as follows:

iy = €} <Xt+1 - E; [Xt—H])

e/l <Xt+1 — (]-M ® IN)/(fl(l)(Ht & ]-N) + fg(l)(Ht & IN)Xt)) (6)
and can be decomposed into cash flow and discount rate newsEagiation 1 with

DRiy1=€1(1y @In)'[B11(Ii41 @ 1n) + Bo 1 (I @ Xeg1) = Bio(Il; @ 1n) — Boo(IL, @ Xy)]  (7)
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and

CFi1 = € X1 +€i(1y @Iy)[Bri(it1 @ 1n) + Bo 1 (i1 @ Xiqq)]

— e (ly @ Ly)[(f1(1) + Bu2)(IL ® 1) + (f2(1) + Bo2) (I @ Xy)] (8)

whereB, ; for ¢, j = 1,2 are matrices defined in the appendix.

4.3 Unconditional and Conditional Variance Decomposition

In this section, we discuss how to decompose the unconditaswell as the conditional variance of returns based
on the forecasting model in Equation 4. The unconditionabvete of unexpected returns can be decomposed into
its components as in Equation 2. Similarly, the conditioraalance of returns can be decomposed into conditional

variance of cash flow and discount rate news and their camditicovariance as follows:
vary(riy,) = vary(CFq) + vary(DRyy1) — 2cov (CFiq1, DRy 1) 9)

wherevar,(-) andcov(-) denote variance and covariance, respectively, conditmménvestors’ information set in
periodt. This is the conditional analog of the decomposition of urdittonal variance in Equation 2.
The following proposition characterizes the conditioraii@nce of returns and its components under the forecast-

ing model in Equation 4:

Proposition 2. The conditional variance of returns is given by
’UCL?"t(T‘L_l) = ell(].]y[ 024 IN)I(Qt — th;)(lM ® IN)e1 (10)
where2, is a NM x NM block diagonal matrix whose diagonal elements &g, = (o) + o (A X)) +

(A X¢)a) + (AX) (A X)) + X)) (e;Q'TL;) andZ; = [Z, 4, ..., Z), ] isaNM x 1 vector whereZ; ; = (a; +
Ath)(e;Q’Hf)

12



The conditional variances of discount rate and cash flow reavestheir conditional covariance are given by

'Ua/rt(DRtJrl) = ell(].]y[ ® IN)I (BLl(’UCL?"t (HtJrl ® 1N)Bll71 + 2B1’160’Ut (HtJrl ® 1N, Ht+1 (024 Xt+1)B/271
+ Baojvary (Il ® Xt+1)B1271> 1y ®1In)e (11)

vary(CFiyq)

el (1y @ In) (Qt — Z4Z, + By 1 (vary (T4 ® 1N)B/1’1
+ 2Bj1covi(Mipq @ 1n, I ® Xt+1)B’271 + Bo jvar (T4 ® Xt+1)B/2,1> (1y @ In)e;
+ 2e] (covt(XtH, I @ 18)BY 4 covg(Xiy1, T ® Xt+1)B'271> (1y ®Ix)er  (12)
cov(DRyy1,CFiy1) = €] (covt(Xt+1, I ® 18)BY ) + covy (X1, Tl © Xt+1)B’271) (1y ® In)e;
+ e(ly ®Iy) (131,1(11a7“t(ﬂt+1 ®1n)B} 1 + 2By 1cov (Tl @ 15,111 @ X411)By g

+ Bajvary (Il ® Xt+1)B/2,1> (1y @1In)er (13)
Furthermore, if the state variable is observable, then; (I1;11 ® 1y), var;(TLi41 @ Xit1), covg (T4 ®

Iy, I ® Xig1), covy(Xpp1, I ® 1x) and covy(Xit1, 11 @ Xyy1) can be expressed in closed form as

follows:

(MQ® 1) © (I — (MQ® 1)) ® (1y ® 1x)

= Q- 7,7

vary(Iliy @ 1n

vary (Il ® Xipg
- (QIL @ 1y)((Q @ 1n)(IL ® In)1y + A(Q ® 1n)(IL ® In)X,)'
= T - (u@Iy){a(Q & 1y)I; @ Iy)1x

+ AQ @1y)(IL @ In)X QT ® 1y)

covy(Xpp1, Ty1 @ Xyp1) = Ay — 1y @In){a(Q @ 1x) I, @ Iy)ly + A(Q @ 1y5)(IL, ® Iy)X,}

X (a(Q @1y, @In)ly + A(Q @ 1y5)(IT; @ Iy)X;)

covg(Ili1 @ 1N, Ty @ Xyga

)
)
)
)

covy (X1, 11 @ 1y

whereT’, is block diagonal matrix whose ith diagonal element is gibgT; , = (e,Q'IL;)(1n(c; + A;X,)") for
i = ]., ey M, Tt == [I‘/l,t7 N 7:[‘/1\/[,1‘,] andAt == [Ql’t, N 7QM,t]-

Proposition 2 shows that the conditional variance of refwgan be expressed in closed form as a function of
investors’ beliefs about the state variable and the curr@lnies of VAR variables. Furthermore, Proposition 2 shows
that the conditional variances of discount rate and castsflews and their conditional covariance can be expressed
as functions of conditional variances of investors’ bali@hd VAR variables as well as their conditional covariances
Proposition 2 also shows that these conditional varianaesbe calculated analytically when the state variable is
assumed observable. This is due to two facts: (1) invedbeteEfs and VAR variables in periadt 1 are independent

conditional on the state variable in peribgt 1 and (2) the distribution of investors’ beliefs in peribé 1 conditional
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on the information set in periotlis a multinomial distribution with associated probabdgigiven byQ’II;. On the
other hand, this no longer holds when the state variable abservable and these terms depend on the underlying
law of motion of investors’ beliefs. Thus, one needs to eatdithe quantities numerically based on simulations as

described in the appendix.

4.4 Empirical Implementation

Similar to the standard approach, to operationalize the-tiarying return decomposition approach, we first need to
choose a value fos and a set of predictor variables. We also need to obtain aygmyxnvestors’ beliefs about the
underlying state variable of interest and estimate the VaRameters and residual variance matrix in different states
based on investors’ beliefs. We can then simply plug thenedds and investors’ beliefs in Equations 7 and 8 to obtain
cash flow and discount rate news and in Equations 11, 12 amaldi&ain their conditional variances and covariance.

For our main empirical results, we seto 0.997 and use the same set of variables as in Section 3. Given that ou
main focus in this paper is on the decomposition of returres the business cycle, we assume that there are two states,
expansions and recessions as defined by the NBER. Furthermerassume that the state variable is observable so
that investors would assign a probability of one to the olestate and zero to the other one. Hedggwould be a
unit vector with one in its element that corresponds to theeoled state and zero in the other element. The transition
probability matrix can also be directly estimated from tlhhserved states. We then estimate the VAR parameters and
the variance matrix of the VAR residuals via WLS as in Sec8@nd obtain the same estimates presented in Tables 2
and 3.

Several remarks are in order concerning our empirical @wid=irst of all, we also considered modelingo
that it also changes with the underlying state variable diteer model parameters. This does not change our results
significantly. Second, as mentioned above, results basedeostandard approach tend to be sensitive to the set of
predictor variables used. We discuss the robustness ofesutts to using alternative alternative sets of predictive
variables in Section 4.6. Finally, we can also considerditve definitions of the business cycle. For example, we
can assume that the business cycle corresponds to the sthtegyowth rate of industrial production. In this case,
investors never observe the true state of the economy buttfegir beliefs based on the evolution of the growth rate of
industrial production. One can then use filtered or smoositat@ probabilities obtained from the estimation of, say, a
two-state Markov regime switching model for the growth afuistrial production to proxy for investors’ beliefs about
the state of the economy. We discuss the robustness of altsresusing alternative definitions of the business cycle

in Section 4.6.

4.5 Empirical Results

Table 5 presents the unconditional variance decomposifigtock returns. Compared to the decomposition of un-
conditional variance based on the standard approach peesenTable 1, the unconditional variance of unexpected
returns is somewhat smaller based on our time-varying agproFurthermore, the unconditional variance of cash

flow news is relatively higher, the unconditional variandediscount rate news decreases slightly and the uncon-
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ditional covariance is somewhat smaller in magnitude. Morgortantly, compared to the standard approach, the
relative importance of cash flow news increases and thatsebdint rate news decreases slightly. Specifically, the
cash flow news explains 46% (compared to 29% in the standardagh), the discount rate news explains 40% (com-
pared to 43% in the standard approach) and the covarianae&etthem explains 14% (compared to 28% in the
standard approach) of the unconditional variance of retuilihese results suggest that the cash flow news becomes
more important in determining the unconditional varianteeturns when one takes into account the time-varying
nature of predictive relations and variances over the lessicycle.

We now turn our attention to the decomposition of the cooddl variance. Panel (a) of Figure 1 presents the
conditional variance of unexpected returns as well as thelidonal variances of its components and the conditional
covariance between them. Not surprisingly, the conditisagance of unexpected returns are higher in recessi@ms th
expansions. Conditional variances of both cash flow anddisicrate news are also significantly higher in recessions
than expansions. Furthermore, the conditional covariahcash flow and discount rate news also generally increase in
magnitude in recessions. These conditional variances@ratiances are relatively stable within each regime, maybe
with the exception of the recent financial crisis. Panel ftHigure 1 presents relative importance of each component
in determining the conditional variance of unexpectedrretu The conditional variance of cash flow news explains,
on average, between 40% and 60% of conditional variancdwit®in expansions. This ratio decreases in recessions
(with the exception of the 2001 recession) to between 2094886, The conditional variance of discount rate news
explains, on average, between 30% and 40% of conditionen@e of returns in expansions. This ratio increases in
recessions to between 50% and 90%. The contribution of thdittonal covariance between cash flow and discount
rate news to the conditional variance of returns is betw@86 8nd -30% in expansions and this contribution generally
decreases and becomes more negative in recessions. Thake seggest that (1) in expansions, the conditional
variance of cash flow news is higher than that of discountmates, and thus, contributes more to the conditional
variance of returns; (2) in recessions, conditional varésof both cash flow and discount rate news (as well as their
conditional covariance) increase but the conditionalarare of discount rate news increases more than that of cash
flow news, and thus, contributes more to the conditionakbwene of returns. To better understand the magnitude of
the change in the relative importance of these two compgramr the business cycle, Figure 2 presents the ratio of
conditional variance of cash flow news to that of discourd regws. A ratio above one suggests that the cash flow
news is more important than discount rate news. In expasgsiba cash flow news is almost 1.5 times more important
than the discount rate news in determining the conditioagbwce of returns. In recessions, on the other hand, the
opposite holds and the discount rate news is almost 1.5 tinoes important that the cash flow news in determining

the conditional variance of returns.

4.6 Robustness Checks

As mentioned above, Chen and Zhao (2009) show that the eralpiesults based on the standard return decomposition
approach tend to be sensitive to the time period and the gatedictor variables used. In this section, we analyze

whether our results in Section 4.5 based on the time-vapupgyoach are robust to using an alternative time period,
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set of predictor variables and definition of business cycle.

4.6.1 Alternative State Variables

We start with the robustness of our results to using alteraet of state variables. To this end, instead of consideri
different sets of state variables, we follow one of the sstjgas in Chen and Zhao (2009) and use the principal
components of a set of state variables that are known to lawe predictive power for returns. Specifically, we
obtain the first four principal components of a set of statéabdes that includes default premium, one year price-
earnings ratio, book-to-market ratio, book-to-markeespl, stock market variance and net equity issuance in additi
to term spread, value spread and dividend yield in our maipieal results in Section 4.%.

Panel (a) of Table 6 presents the unconditional variancerdposition based on the time-varying approach. Al-
though there are some differences, the decomposition afrtbendition variance is similar to that in our benchmark
case with term spread, value spread and dividend yield &s\&aiables presented in Table 5. The cash flow news
is relatively more important than discount rate news in ghetieing the unconditional variance of unexpected returns.
Both cash flow and discount rate are much more volatile coetptr those in the benchmark case. Furthermore,
the covariance term contributes negatively to uncondiimariance of unexpected returns, in contrast to a positive
contribution in our benchmark case. These results sugattie decomposition of the unconditional variance, es-
pecially the contribution of the covariance term, can be eghat sensitive to the choice of state variables even in
the time varying approach where we allow both the VAR paransetind variance of the residuals to change over
time. However, Figure 3 shows that our findings on the decaitipa of conditional variance in our benchmark case
continue to hold with some differences when we consider teefbur principle components of a set of state variables.
Specifically, the conditional variance of unexpected metiand its components all increase significantly in recassio
although they are higher than those in the benchmark case refative importance of cash flow and discount rate
news as well as that of the covariance term also increasegnitoae in recessions, although the relative importances
are relatively bigger in magnitude than those in the benckmase, especially during the financial crisis. More im-
portantly, similar to the benchmark case, the cash flow newslatively more important than discount rate news in
determining the conditional variance of unexpected retimrexpansions but not in recessions. However, we should
not that the ratio of conditional variances of cash flow arstalint rate is relatively higher than the benchmark case.
Finally, although not presented, we also find that our resuitthe conditional variance decomposition of unexpected

returns are mostly robust to using other alternative settadé variables.

4.6.2 Alternative Sample Period

We now consider the robustness of our results to using a tsageple period. Similar to Section 4.5, we decompose
the returns on the S&P 500 index based on the time-varyingoapp over the phases of NBER business cycles

between July 1927 and December 2010. To do this, we cons$ideiaime predictor variables as in Section 4.5.

3These are the same variables considered in Chen and Zha#))28@ept the 10 year PE ratio. We find that the vector autessiye process
of returns and the principal components obtained from afsstate variables that includes the 10 year PE ratio tend toopestationary in one
or both of the states, mainly due to its highly persistentireat Chen and Zhao (2009) find that their results are mosttsen® the inclusion or
exclusion of the 10 year PE ratio. Hence, for these reasamshaose to exclude the 10 year PE ratio from the set of stetebies in our analysis.
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Panel (b) of Table 6 presents the decomposition of uncamdgitivariance based on the time-varying approach.
The unconditional variance of returns is higher in the langgmple period compared to the short sample period
between January 1960 and December 2010. This is not sugssice the longer sample period includes the Great
Depression. This increase in the unconditional variancetafns in the longer sample period can mostly be attributed
to an increase in the unconditional variance of discouetmatvs. Specifically, the unconditional variance of dis¢oun
rate news in the longer sample period is almost 3 times hititear that in the shorter sample period. On the other
hand, the unconditional variance of cash flow news does rastgdndramatically when we consider the longer sample
period. More importantly, these results hold independéthti® approach used and imply that the discount rate news
is relatively more important than the cash flow news in expitey the unconditional variance of returns over 1927:07
and 2010:12. Figure 6 presents the decomposition of camnditivariance over the business cycles in the longer
sample. The results are similar to those based on the sisartgole period. Specifically, the conditional variance of
unexpected returns are higher in recessions than expansttonditional variances of both cash flow and discount
rate news are also significantly higher in recessions thparesions. Furthermore, the conditional covariance of cash
flow and discount rate news also increase in magnitude irss@mes. These conditional variances and covariances are
relatively stable within each regime, with the exceptioth&f Great Depression. The conditional variance of cash flow
news explains, on average, between 20% and 30% of conditianiance of returns. This ratio increases only slightly
in recessions with the exception of the Great Depressiortanrecession in late 30s when it increases to above 50%.
The conditional variance of discount rate news explaingwamage, between 60% of conditional variance of returns in
expansions. This ratio increases in recessions to betw@@ and 150% and to 200% during the Great Depression.
The contribution of the conditional covariance betweerhdésv and discount rate news to the conditional variance
of returns is between 30% and -30% in expansions and thisibotibn decreases and becomes more negative in
recessions. Finally, the ratio of conditional variance astt flow news to that of discount rate news is always below
one, suggesting that the discount rate news is alwaysvelatinore important than cash flow news in determining
the conditional variance of returns. More importantly, &&mto our main results, this ratio decreases in recessions
suggesting that the discount rate news becomes even moogtanpin recessions. To sum up, these results suggests

that the empirical evidence presented in Section 4.5 isstdbwsing a longer sample period.

4.6.3 Alternative Business Cycle Definition

Finally, we consider the robustness of our results to usingli@rnative definition of the business cycle. To this end,
we consider the following two state Markov regime switchprgcess for the log growth rate of monthly industrial
production index:

Alog(IP;) = by, + wn, vt (14)

wheren, is a two state Markov chain ang is an independently and identically distributed Gausséntlom variable
with zero mean and unit variancé; andw; for i = 1,2 are, respectively, the mean and standard deviation of the
log growth rate of monthly industrial production indek/;) in state:. We estimate the model in Equation 14 using

monthly data on the industrial production index betweerudan1960 and December 2010 from the Federal Reserve
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Bank of St. Louis. The log growth rate of monthly industriabguction index has a mean of 0.38% and a standard
deviation of 0.55% in the first state while it has a mean of2@5and a standard deviation of 1.16% in the second
state. These results suggest that the first state with arégiueless volatile growth rate of industrial production can
be considered as corresponding to expansion periods hkikestcond state with a lower and more volatile growth rate
of industrial production can be considered as corresp@idinecession periods. This can also be seen from Figure 5
which presents the smoothed probabilities of the secone atminst NBER recession periods. The probability of the
second state increases to almost one in all NBER recessimdpand decreases to zero in most NBER expansion
periods with some exceptiofiddence, instead of using weights based on NBER businesssgyateuse the smoothed
probabilities of these two states as weights and estimat®AlR in Equation 4 via WLS with the same variables in
Section 4.5 between January 1960 and December 2010. We ¢temgose the monthly returns on the S&P 500
index based on the time-varying approach over the busiryess as determined by the smoothed state probabilities.

Panel (c) of Table 6 presents the decomposition of the uritondl variance of returns. The results are very
similar to our main results presented in Table 5. Specifictiie cash flow news is relatively more volatile and, thus,
relatively more important in determining the unconditibvexriance of returns than discount rate news, which, in,turn
is slightly more important than the covariance term.

Figure 4 presents the decomposition of conditional vagasfaeturns. As mentioned in Section 4.3, we cannot
calculate the conditional variances of cash flow and distoate news and their conditional covariance in closed
form when the state variable is unobservable. Instead, eellese these quantities based on a simulation approach
described in detail in the appendix. Our results are verylaino those presented in Section 4.5. Specifically, the
conditional variance of returns, cash flow and discountmates as well as the conditional covariance between the two
components increase in magnitude in recessions. Theveslaiportance of cash flow news decreases in recessions
(with the exception of the 2001 recession) while that of diist rate news increases in recessions. The contribution
of the conditional covariance term generally decreasedandmes negative in some recession periods. Finally, the
ratio of conditional variance of cash flow news to that of disat rate news decreases in recessions and goes below
one in some recessions. Overall, these results suggesitthatain empirical results are robust to using alternative

definitions of business cycle.

5 Return Decomposition in a Structural Framework

So far, we have provided empirical evidence that the camhti variances of both cash flow and discount rate news
increase in recessions while their ratio generally dee®asrecessions. However, we have not answered whether
these results are in line with what asset pricing theory i@splin this section, we analyze whether our findings are
in line with the empirical implications for the relative iragance of cash flow and discount rate news from a stylized

asset pricing model.

4The probability of the second state increases during seepisodes which are not identified as recession periods é@WBER. This is not
surprising since it is based solely on the industrial préidacindex while the NBER defines a recession as “a significeediine in economic
activity spread across the economy, lasting more than a femttms, normally visible in real GDP, real income, employmerdustrial production,
and wholesale-retail sales”.
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5.1 The Model

We consider a pure exchange economy (Lucas (1978)) in tistiree where the preferences of a representative

investor are modeled by a constant relative risk aversitityudver consumption,

cl ;
e ify#1

log(Cy) ify=1

U(Cy) = (15)

whereC; denotes investors’ consumption in perib@nd~ is his coefficient of relative risk aversion. Investors’
opportunity set consists of a risky asset whose supply isl fax&l normalized to one and a risk-free asset. We assume
that investors have access to implicit labor income. We ritbeelynamics of dividends and consumption as a Markov

regime switching vector autoregression of the followingnio

ACt
Yyt = :“St +€t7 €tNN(0’ESt)
Ad,

whereAd; = log(D;/D;—1) and Ac; = log(C;/C;—1) are, respectively, the (log) growth rates of dividend and

2
fe, S, 0c,8, Ocd,S;

consumption in period. pg, = andXg, =
Hd,S, Ocd, S, U?z,st
of the growth rate process as functions of the latent staiahla S;. We assume that the state variablefollows a

are, respectively, the mean and variance

first-orderN-state Markov chain with transition probability mati, i.e.
{PI‘(St = j|St,1 = Z)} = {Qij} = Q for i,j =1,.. .,N. (16)

5.2 Investor’s Beliefs

In models like ours with learning, investors’ beliefs abthé underlying state of the economy play a central role. In
this section, we characterize how investor’s beliefs evalver time as they learn about the underlying state of the
economy.

Let 7; , denote the probability that investors assign to sfabefore observing the realizations for dividend and
consumption in period. We refer tor; ; as investors’ prior beliefs about statén periodt. Similarly, letr; , denote
the probability that they assign to statafter observing the information revealed in pertodnvestors’ information
set in period;, F;, includes past and current dividend and consumption ig#izs. Assuming that investors have a
given set of beliefs about the initial state before obseyany information, i.ew; forj = 1,2,..., N, the following

lemma characterizes investors’ beliefs about the statablar

Lemma 2.

¢(yt7 M, z:j)ﬂ-j,t
Ei]il ¢(ytv i, Ei)ﬁ-i,t

Tt = forj =1,2,...,N. a7
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where7; ; = Zfil mit—10i; ande(x, p, ) is the multivariate normal density function with mearand variance

matrix X.

Prior to observing the information revealed in a given petianvestors know that the growth process might have
switched to a new state according to the transition proltloilatrix. Hence, their prior beliefs about the new state
variable,7; ;, are weighted averages of their beliefs about the previtais sariables; 1, where the weights are
the transition probabilitiesy;;. Given their prior beliefs for the state varialfig, investors then update their beliefs

according to Bayes' rule based on the additional infornmatévealed in period.
5.3 Equilibrium Asset Prices and Returns
We characterize the price and the unexpected return ofgke aisset in the following proposition:

Proposition 3. The price of the risky asset in periods given by:

i

b = NI, (18)
wherel = [\, A2, ..., An]’, A; is the price-dividend ratio in statgand is given by
N =[I-QH)'QG]; >0 forj=1,2,...,N (19)

where the operatof]; refers to thej™ element of a vectod is the N x N identity matrix andQ is the transition
probability matrix defined in Equation 186G = (g1,92,...,9n) iSaN x 1 vector andH is a N x N diagonal
matrix whose'”" diagonal element ig; whereg; = 3 exp(pa,i — Yfic,i + %(720277; — 2Y0ca,i + 03@)).

Letr; denote the log return on the risky asset in peripde. r; = log(%), then the unexpected log return on the
risky asset in period can be approximated by:

ry =1 — Er[re] = pN (I — Q'ILi—1) + Ady — fiagt—1 (20)

whereE,_1[-] denotes conditional expectation based on informationrspetiodt — 1, Fi_1. fig—1 = p,Q'IL,_1
is the expected dividend growth rate for peribpbased on information sek;_;. p = 1/(1 + A) and\ = NIl is
the long term average price-dividend ratio whdle= |71, 72, ..., 7n] is the stationary distribution vector of the

transition probability matrixQ.

Given that investors never observe the true state varigétideprice-dividend ratio is a weighted average\gs
where the weights are investors’ beliefs about the staiablar Hence, the price-dividend ratio fluctuates as irorsst
receive additional information and update their beliefsialthe state variable. Similarly, the unexpected returthen
risky asset is also determined by the unexpected dividenwlthrate as well as the time variation in investors’ beliefs
which, in turn, depend on the additional information reeedby dividend and consumption realization in each period.

The following corollary characterizes the conditionaligace of returns:
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Corollary 1. The conditional variance of unexpected returns based oinflioemation set at time can be expressed

as follows:
vary(riy,) = p*ANvary(Mis1) A + 2pXN covy(Adyy1, Tiiq) + vary(Adisq) (21)

wherevar:(Adi41) = Eivﬂ(/i?z,i +05,)(e; QL) — S (pa,i€ QL)
Furthermore, if the state variable is observable, them;(I1;,,) and cov;(Ad;+1,I1;11) can be expressed in

closed form as follows:

vary(I;11) = (ILQ®1y) O (Iy — (Q'IL ® 1))

covy(Adpy1, Miy1) = (pa — pgQ'TL) © (Q'TLL)

where® is the element-by-element multiplication.

Corollary 1 shows that the conditional variance of returegahds on the conditional variances of investors’ beliefs
and the dividend growth rate as well as their conditionabeiance. Corollary 1 also shows that all these terms can be
calculated analytically when the state variable is assuobsgrvable. Similar to Section 4.3, this is due to two facts:
(1) investors’ beliefs and the dividend growth rate in parie+ 1 are independent conditional on the state variable in
periodt + 1 and (2) the distribution of investors’ beliefs in peribd- 1 conditional on the information set in period
t is a multinomial distribution with associated probabégigiven byQ’II;. On the other hand, this no longer holds
when the state variable is unobservable and these termadiepehe underlying law of motion of investors’ beliefs.

Thus, one needs to evaluate the quantities numericallyd@ssimulations as described in the appendix.

5.4 Return Decomposition

In this framework, the return is determined by the unexmedieidend growth rate and the change investors’ beliefs
which in turn depend on unexpected dividend and consumptionth rates. Hence, investors can obtain forecasts of
future returns based on the dividend and consumption grpvabesses. In other words, one can directly apply the
return decomposition approach of Campbell and Shiller infamework without the need for a forecasting model
such as a VAR. The following proposition decomposes the peeted log return of the risky asset into its cash flow

and discount rate components.

Proposition 4. The cash flow componertt'¢;) and the discount ratel§ ;) of the unexpected log return on the risky

asset in our model are given as follows:

CF, = wy(I—(1-p)Q) (1 - p)QIL — QL) + Ady — figs (22)
DR, = (y(I—(1-p)Q) (1 -p)Q — pA)(IL, — QI 1) (23)

As it can be easily seen, the cash flow news in our model doesptepend on the unexpected dividend growth
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rate but also on the change in investors’ beliefs about tlterying state of the economy. This is not surprising
since any change in investors’ beliefs would result in a gledn investors’ expectations about the discounted sum of
future dividends, the definition of cash flow news in the Caeljdind Shiller decomposition approach. However, we
should note that investors’ beliefs about the underlyiagesdf the economy depends on both unexpected dividend and
consumption growth rates. Hence, the cash flow news basdted@ampbell and Shiller approach in our framework
depends on the unexpected dividend growth rate, througdhrést linear effect and its indirect nonlinear effect tigh
investors’ beliefs, as well as the unexpected consumptiowtl rate through its effect on investors’ beliefs. On
the other hand, the discount rate news depends on the uriegpmmsumption growth rate, which determines the
stochastic discount factor in our framework, and the unetquedividend growth rate only through their effects on
investors’ beliefs.

Proposition 4 suggests that the regime switching dynanfitseofundamentals in our framework plays an im-
portant role in determining the cash flow and discount ratesrteased on the Campbell and Shiller approach in our
framework. To see this, consider an asset pricing modelainai ours in Section 5.1 where the growth rates of funda-
mentals have constant, instead of time-varying, meansauahces. In this special case of our model, investors know
the true state of the economy and the fact that it will not slwib another state. This in turn implies that the cash
flow news based on the Campbell and Shiller approach will b@lgq the unexpected dividend growth rate while the
discount rate news will be always equal to zero. In other wpir this special case of our framework, the variance
of unexpected returns would be completely explained by #r@xce of cash flow news. This is not surprising since
expected returns in this special case are constant and thpligll and Shiller decomposition approach is based on the
assumption of time-varying expected returns. One way teigga time-varying expected returns in our framework is
to assume that the growth rates of fundamentals depend omdamlying state variable. Hence, the regime switching

dynamics of the fundamentals is crucial in having a nordtigecomposition in our framework.

5.5 Unconditional and Conditional Variance Decomposition

The unconditional and conditional variances of unexpeottains can be decomposed into their components as in
Equations 2 and 9, respectively. The following propositihiaracterizes the conditional variance of cash flow and

discount rate news as well as their conditional in this framom:

Proposition 5. The conditional variances of cash flow and discount rate newgstheir conditional covariance are

given by
vary(CFyr1) = mgvary(Ily1)m) + 2mgcovy (Adyy1, ygq) + vary(Adygq)
var(DRyt1) = (mg — pX)vary(Iliq1)(mg — pX')’
COUt(CFt_A,_l, DRH.l) = mgvarg (Ht+1)(md — pA,)/ + (md — ,O)\/)CO’Ut (Adﬂ.l, Ht+1)

wherevary (Adps1) = Y0k (4G, +03 ) (€ QL) = 307 (na,i€}QTL)? andmy = py(I-(1-p)Q) ' (1-p)Q.
If the state variable is observable, thear,(I1;;1) andcov,(Ad;+1,1I1;41) can be expressed in closed form as in

22



Proposition 2.

Not surprisingly, the three driving factors behind the dtindal variance of returns are also the driving factors
behind the conditional variance of its components and thmlitional covariance between them. Specifically, the
conditional variance of cash flows news is determined byhadle factors while the conditional variance discount rate
news depends only by the conditional variance of investmléfs. The conditional covariance between cash flow and
discount rate news is determined by the conditional vagafdnvestors’ beliefs and its conditional covariance with
the dividend growth rate. As we will discuss below, thesesotrtions play an important role about the implications of
this stylized asset pricing model for the decompositiorneftonditional variance of returns. Once again;; (I1;1)
andcovy(Ady41,I1;41) can be expressed in closed form only when the state variglibservable and need to be

evaluated numerically based on simulations as describégiappendix when the state variable is not observable.

5.6 Calibration and Simulation

We analyze the implications of our model for the decompositif returns based on simulations. To this end, we first
calibrate the parameters of our model. We then simulatefdatathe calibrated model and analyze the decomposition
of unconditional and conditional variances of unexpecéddrns. In this section, we discuss our approach to cadibrat
and simulate our model.

We are interested in matching the empirical observatioesgnted in Section 4.5. Hence, we simulate our model
at monthly frequency for a total of 612 observations whictregponds to the number of monthly observations for the
period considered in Section 4.5, i.e. between 1960 and.2Rather than simulating the state variable, we assume
that it is observable and corresponds to expansiéns-(1) and recessionss{ = 2) as defined by the NBER between
1960 and 2010. This allows us to directly match the resuket@n simulated data from our model to the empirical
observations presented in Section 4.5. We also calilipate match the monthly transition probabilities the NBER
business cycles between 1960 and 2010.

To calibrate the parameters of the consumption and divigeadesses, similar to Bansal and Yaron (2004), we
use annual data on real per-capita personal consumpti@mditpres on nondurables and services and real dividends
paid on the S&P 500 index to proxy for dividends between 19892010. We use annual, rather than monthly, data
to avoid any problems associated with the seasonality adeinds. We use the longer sample period between between
1929 and 2010, rather than the sample period of interestdeett960 and 2010, to have the maximum number of
observation in both expansion and recession periods. Dat@minal per-capita personal consumption expenditures
on nondurables and nominal S&P 500 dividends are from Buoédconomic Analysis (BEA) and Amit Goyal's
website, respectively. These nominal annual quantitieslaflated using the average annual Consumer Price Index
for All Urban Consumers (All Items) from the Bureau of Labdatsstics (BLS). We assume that the economy was in
recession in a given year if it has been so for more than 6 nsaftthat year as defined by the NBER. We estimate the
average (log) growth rates of consumption and dividendsfialesion and recession periods. We then convert these
growth rates from annual to monthly frequency by dividingrthby 12 and use these monthly growth rates as our

calibration forug, for S; = 1,2. We assume th&t; = 3, and estimate it over the whole sample between 1929 and
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2010. We then convert it from annual to monthly frequency ydihg it by 12.
Finally, we assume a monthly time impatience parametérd®:7, corresponding to an annual valuefa$5, and

a coefficient of relative risk aversion of 7.5. Table 7 preséhe calibrated model parameters.

5.7 Empirical Predictions

In this section, we first present the implications of our mddethe decomposition of conditional variance of returns
based on simulated data. We then compare these implicatiomisat is observed in data based on the time-varying
approach.

Figure 7 presents the conditional variance of simulatedpeeted returns as well as the conditional variances of its
components and the conditional covariance between therarielPa) and the relative importance of each component
in determining the conditional variance of simulated urestpd returns in Panel (b). Figure 8 presents the ratio of
conditional variance of cash flow news to that of discourd rews, i.e. the importance of cash flow news relative to

that of discount rate news. The implications of our modetldasn Figures 7 and 8 can be summarized as follows:
1. The conditional variance of unexpected returns from ocodehare higher in recessions than expansions;

2. The conditional variances of both cash flow and discoustmaws are also significantly higher in recessions

than expansions;

3. The conditional covariance of cash flow and discount ratesris positive and higher in recessions than expan-

sions;
4. The conditional variances and covariances are consftrnihwach regime;
5. The relative importance of cash flow news is lower in réoessthan expansions;
6. The relative importance of discount rate news is highee@essions than expansions;

7. The contribution of the conditional covariance betweashcflow and discount rate news is negative in expan-

sions and recessions and increases in magnitude in reggssio

8. Cash flow news is relatively more important than discoatdé news in expansions while the opposite holds in

recessions.

Before comparing these implications of our model to whatlisevved in the data, we first discuss whether our
calibrated model can match the decomposition of unconditivariance observed in the data based on the time-
varying approach. First of all, the unconditional varian€eash flow and discount rate news from simulations have
similar magnitudes to those observed in data presentedhle Ba Specifically, the unconditional variance (based
percentage returns) of cash flow and discount rate news fioulations are 10.00 and 8.33 compared to 8.49 and
7.25, respectively. However, our model fails to match thgmitade and sign of the unconditional variance between

cash flow and discount rate news observed in data. Spedgjfiedtov(C'F, DR) is -6.36 in simulated data while it
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is 2.55 in the data based on our time-varying approach. laratiords, it contributes negatively to the unconditional
variance of returns in our model rather than positively aseobed in the data. As a result, (1) the unconditional
variance of simulated returns is somewhat lower than thaeded in data presented in Table 5; (2) the relative
importances of both cash flow and discount rate news in d&iergithe unconditional variance of returns from
simulations are slightly higher than those observed in @&l Nevertheless, the ratio of the relative importance of
cash flow news to that of discount rate news is 1.19 in the sitadldata which is quite similar to 1.17 observed in
the data. These results suggest that our model is able tdrirega@ecomposition of the unconditional covariance of
returns with some minor discrepancies.

We now turn our attention to whether the implications of owdal for the decomposition of conditional variance
of returns can match what is observed in data based on thevanyang approach. The first, second and fourth
implications match closely what is observed in the dataeuhié third implications is somewhat different. Specifigall
Figure 1 shows that the conditional covariance is negativaeverage before the 2001 recession where it becomes and
stays mostly positive. Concerning the fifth to seventh iegilons of our model, our results can be summarized as
follows: The conditional variance of cash flow news expleé@8 and 87% of conditional variance of returns in
recessions and expansions, respectively. These peresrdaag somewhat higher than what is observed in the data.
Once again, this is mainly due to the lower conditional vaces of simulated returns compared to that observed in the
data. More importantly, matching what is observed in thedte relative importance of cash flow news decreases
by 20% in recessions. The conditional variance of discoatd news explains 130% and 50% in recessions and
expansions, respectively. These numbers are relativghehithan what is observed in the data due to the same reason
mentioned above. However, the relative importance of distoate news increases by 80% in recessions similar
to what is observed in the data. The conditional covariarste/éen cash flow and discount rate news contributes
-98% and 38% to the conditional variance of simulated unetgakreturns, in recessions and expansions, respectively.
This is opposite of what is observed in data before the 206&sson. However, conditional covariance between
cash flow and discount rate news contributes almost -100%gltlie 2001 recession and almost -50% during the
recession caused by the financial crisis. Finally, the gighplication of our model replicates almost perfectly what
is observed in the data. Specifically, the cash flow news i®sth.5 times more important than the discount rate
news in determining the conditional variance of returnsdpassions. On the other hand, the opposite holds and the
discount rate news is almost 1.5 times more important tleatéish flow news in determining the conditional variance

of returns in recessions.

5.8 Discussion

In this section, we discuss the intuition and the drivingdag behind the implications of our model. We start with the
decomposition of unconditional variance before turningattention to that of conditional variance.

Given a calibration of the dividend and consumption proegssivestors’ risk aversion is the key variable driving
our results on the unconditional variance of returns andétsomposition. Specifically, as investors become more

risk averse, the discount rate and cash flow news become mdress volatile, respectively, while their covariance
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increases. Recall that an increase in the variance of edtiseount rate or cash flow news increases the variance
of returns while an increase in their covariance decredsdr low levels of risk aversion, the variance of returns
decreases as investors become more risk averse. This is due fact that the increase in the variance of discount
rate news is dominated by the decreases in the variancelofloasnews and (-2 times) the covariance between the
two components. For high levels of risk aversion, the odpd®lds and the variance of returns increases as investors
become more risk averSeThis also implies that, as investors become more risk ayénserelative importance of
discount rate news increases while those of cash flow newshendovariance term first increases then decreases
(in magnitude). These results are quite intuitive. Morecma@y, in frameworks like ours with power utility, the
risk aversion coefficient affects the marginal rate of sitlotEdn and thus the stochastic discount factor. As inuvesto
become more risk averse, the stochastic discount factahaisgddiscount rate news become more volatile. To see this,
note that the price dividend ratio decreases as investamnte more risk averse in framework like ours. This in turn
implies that the impact of the coefficients multiplying isters’ beliefs in the discount rate news increases. Thus, fo
a given investors’ beliefs, the discount rate news beconms rolatile as investors become more risk averse. On the
other hand, the opposite holds for the cash flow news and thadhof the coefficients multiplying investors’ beliefs in
the cash flow news decreases. Thus, for a given investoisf®ehe cash flow news becomes less volatile as investors
become more risk averse. Given the calibration of the dividend consumption processes discussed in Section 5.6,
we choose investors’ risk aversion coefficient to succdlgsfuatch the decomposition of the unconditional variance
of returns.

We now turn our attention to the decomposition of conditieaaiance of returns. The transition probability matrix
is the driving mechanism behind all the empirical implioas of our model for the decomposition of conditional
variance of returns listed in Section 5.7. We calibrate thedition probability matrix to match the monthly transiti
probabilities of the NBER business cycles between 1960 8a0.2Expansion periods as defined by the NBER tend to
be longer than recession periods and thus also more petsistence, the probability that the economy switches from
a recession to an expansion is higher than the probabititytlie economy switches from an expansion to a recession.
This fact makes investors’ beliefs more volatile in recessithan expansions, which in turn implies the conditional
variance of returns, the conditional variance of its congyas and the conditional covariance between its components
are higher in recessions than expansions. In this stylizedbmcash flow news depend on investors’ beliefs as well as
the unexpected dividend growth rate while discount ratesnd®pends only on investors’ beliefs. This in turn implies
that the conditional variance of discount rate news is muakersensitive to any changes in the volatility of investors’
beliefs than that of cash flow news. Thus, the increase indledility of investors’ beliefs in recessions results in a
bigger increase in the conditional variance of discoure rews relative to that of cash flow news, making discount

rate news relatively more important in recessions.

5Under the calibration of our model in Section 5.6, the var@aof returns is an increasing function of any coefficientetétive risk aversion
greater than 2.7.
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6 Conclusion

In this paper, we analyze the decomposition of unconditiand conditional variances of returns on the S&P 500
index over the business cycle. To do this, we first generdligestandard return decomposition approach based on
Campbell and Shiller (1988) to a framework where we modestiwat-run dynamics of returns and predictive variables
in a Markov regime switching vector autoregressive modeb{R) where both the VAR parameters and residual
variance matrix are assumed to switch between differenegdbased on the underlying state of the economy. We then
show that the conditional variances of cash flow and discratatnews as well as their conditional covariance can be
expressed in closed-from when the state variable is obsieraad can be calculated numerically based on simulations
otherwise. In contrast to the standard approach, we findtleatash flow news is more important than discount rate
news in determining the unconditional variance of retuiMere importantly, we find that the decomposition of the
conditional variance of returns depends on the underlyiage ©f the economy. Specifically, the cash flow news is
relatively more important than discount rate news in deteimy the conditional variance of returns in expansions.
The conditional variances of returns and its componentease in recessions. However, the conditional variance of
discount rate news increases more than that of cash flow nadygtaus, the discount rate news becomes relatively
more important than cash flow news in determining the comti variance of returns in recessions. Finally, we show
that these results are broadly consistent with the imptinatof a stylized asset pricing model in which the growth

rates of dividends and consumption take on different vadieggending on the underlying state of the economy.
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Figure 1: Decomposition of the Conditional Variance of Retuover the Business Cycle
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Note: The figure presents the decomposition of conditiongbwnce of monthly unexpected returns on the S&P 500 indepdrcentage points) over NBER business
cycles. The decomposition is based on the proposed timgrgareturn decomposition approach using returns, terraagprdividend yield and value spread as state
variables in the VAR. Panel (a) presents the conditionabwae of unexpected returns (black line) and its decomipaositto the conditional variances of cash flow news
(red line) and discount rate news (blue line) and their ciomutil covariance (green line). Panel (b) presents théivelanportance of each component in determining
the conditional variance of unexpected returns, i.e. ttie od the conditional variance of cash flow and discount reg@s as well as their conditional covariance to the
conditional variance of unexpected returns. The samplegés between January 1960 and December 2010. The shadedsege the NBER recession periods.

30



Figure 2: Ratio of Conditional Variances of Cash Flows anscbunt News
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Note: The figure presents the ratio of conditional variarmfesash flow and discount rate news. The decomposition istbasehe proposed time-varying return
decomposition approach using returns, term spread, didigéeld and value spread as state variables in the VAR. Thgpkaperiod is between January 1960 and
December 2010. The shaded regions are the NBER recessions.
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Figure 3: Decomposition of the Conditional Variance of Resover the Business Cycle - Alternative Set of Predictor
Variables

(a) Conditional Variances (b) Conditional Relative Importances
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(c) Ratio of Conditional Variances of Cash Flows and Dis¢oun
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Note: The figure presents the decomposition of conditionalbnce of monthly unexpected returns on the S&P 500 indepdrcentage points) over NBER business
cycles. The decomposition is based on the proposed timgagareturn decomposition approach when we consider thefdius principle components from a large set
of predictor variables described in Section 4.6 as stataMias in the VAR in addition to returns. Panel (a) presemesconditional variance of unexpected returns in
percentage points (black line) and its decomposition inéaonditional variances of cash flow news (red line) andadistrate news (blue line) and their conditional
covariance (green line). Panel (b) presents the relatipeitance of each component in determining the conditioanémce of unexpected returns, i.e. the ratio of the
conditional variance of cash flow and discount rate news disaswéheir conditional covariance to the conditional vade of unexpected returns. Panel (c) presents the
ratio of conditional variances of cash flow and discount reges. The sample period is between January 1960 and Dec@@ib@r The shaded regions are the NBER
recessions.
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Figure 4: Decomposition of the Conditional Variance of Retuover the Business Cycle - Alternative Sample Period

(a) Conditional Variances (b) Conditional Relative Importances
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Note: The figure presents the decomposition of conditioaabnce of monthly unexpected returns on the S&P 500 index BBER business cycles between June
1927 and December 2010. The decomposition is based on thegwo time-varying return decomposition approach usingns, term spread, dividend yield and

value spread as state variables in the VAR. Panel (a) petientonditional variance of unexpected returns in peaggnpoints (black line) and its decomposition into
the conditional variances of cash flow news (red line) andatiat rate news (blue line) and their conditional covara(green line). Panel (b) presents the relative
importance of each component in determining the conditivasance of unexpected returns, i.e. the ratio of the dionhl variance of cash flow and discount rate
news as well as their conditional covariance to the conufiiovariance of unexpected returns. Panel (c) presentstieeaf conditional variances of cash flow and

discount rate news. The shaded regions are the NBER rensssio

33



Figure 5: Smoothed Recession Probabilities
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Note: The figure presents the smoothed probabilities ofttite svith lower and more volatile growth rate of industriedguction. The smoothed transition probabilities
are obtained from the estimation of the two-state Markoimegswitching model in Equation 14 for the log growth rate afnthly industrial production index between
January 1960 and December 2010.

34



Figure 6: Decomposition of the Conditional Variance of Retlover the Business Cycle - Alternative Business Cycle
Definitions

(a) Conditional Variances (b) Conditional Relative Importances
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Note: The figure presents the decomposition of conditiorabwnce of monthly unexpected returns on the S&P 500 indepdrcentage points) over business cycles.
The decomposition is based on the proposed time-varyingrretecomposition approach using returns, term spreaidledid yield and value spread as state variables
in the VAR. Business cycles are defined by the smoothed stabapilities obtained from the estimation of the two-stdirkov regime switching model in Equation
14 for the log growth rate of monthly industrial productioniéx. Panel (a) presents the conditional variance of ure@geeturns in percentage points (black line) and
its decomposition into the conditional variances of casi fiews (red line) and discount rate news (blue line) and tm@iditional covariance (green line). Panel (b)
presents the relative importance of each component inrdeterg the conditional variance of unexpected returns,the ratio of the conditional variance of cash flow
and discount rate news as well as their conditional coveeida the conditional variance of unexpected returns. Rah@resents the ratio of conditional variances of
cash flow and discount rate news. The sample period is betlaerary 1960 and December 2010. The shaded regions are #ie NBessions.
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Figure 7: Decomposition of the Conditional Variance of Siated Returns

(a) Conditional Variances
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(b) Conditional Relative Importance
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Note: We simulate the asset pricing model in Section 5.1 athip frequency for a total of 612 observations which cquaegls to the number of monthly observations

for the period between 1960 and 2010. To directly match thgigeal observations presented in Section 5.7, we assuatétta state variable in our simulation exercise

corresponds to expansionS,( = 1) and recessionss; = 2) as defined by the NBER. We then decompose the conditionainee of simulated returns (in percentage

points) into its components as discussed in Section 4.3elfappresents the conditional variance of simulated ueetgnl returns (black line) and its decomposition

into the conditional variances of cash flow news (red ling) discount rate news (blue line) and their conditional ciarare (green line). Panel (b) presents the relative
importance of each component in determining the conditieexdance of simulated unexpected returns, i.e. the rdtibeoconditional variance of cash flow and discount

rate news as well as their conditional covariance to the itiondl variance of simulated unexpected returns.
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Figure 8: Ratio of Conditional Variances of Simulated Cakiws and Discount News
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Note: The figure presents the ratio of conditional variarafesish flow and discount rate news from the decompositiomuilated unexpected returns as discussed in
Section 4.3. The sample period is between January 1960 arehiileer 2010. The shaded regions are the NBER recessions.
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Table 1: Unconditional Variance Decomposition based orStia@dard Approach

(a) Estimates of the VAR Parameters

a Ti—1 tms;_1 dys—1 VSt_1 R?
Ty 0.5469 0.0486 0.2438** 0.2331 -0.8614 0.68%
tmsy -0.0955 0.0039 0.9558*** 0.0097 0.0988 91.07%
dyy 0.1047 -0.0019 -0.0114*** 0.9875*** -0.0323 98.24%
VS 0.1058*** -0.0003 -0.0002 -0.0021 0.9331*** 88.11%
(b) Estimate of the Variance Matrix of the VAR Residuals
Tt tms; dyy VSt
Ty 18.7419 0.0385 -0.6079 0.0416
tms, 0.0385 0.1974 -0.0025 -0.0014
dyy -0.6079 -0.0025 0.0227 -0.0014
VS 0.0416 -0.0014 -0.0014 0.0024

(c) Unconditional Variance Decomposition of Returns

Value (Ratio)

var(CF) 5.43 (28.99%)
var(DR) 8.14 (43.44%)
—2cov(CF,DR) 5.17 (27.57%)
var(r) 18.74 (100.00%)

Note: Panels (a) and (b) present the estimates of the pagesraetd the residual variance matrix of the VAR model in Eigued. r is the continuously compounded
monthly return on the S&P 500 index (in percentage point&juding dividends, in excess of the log risk-free ratews, is the term spread defined as the difference
between the long term yield on government bonds and the Oingadl. dy is the dividend yield defined as the log ratio of dividendsaigged priceswvs is the value
spread defined as the difference between the log book-tkemnaf small value stocks and that of small growth stocks. VAR model is estimated via OLS with HAC
standard errors. ***, ** * denote parameter estimates #at significantly different than zero at 1%, 5% and 10% lewelspectively.R? is the adjusted?? of the
regression. Panel (c) presents the decomposition of thendlitional variance of-; based on the standard approach described in Section 2 heirgstimates of the
VAR model in Equation 3 presented in Panels (a) and):(C' F') andvar (D R) are the unconditional variances of cash flow and discouatratvs, respectively,
and—2cov(CF, DR) is -2 time the unconditional variance between cash flow aschbdint rate news. The values foir (C' F'), var (D R) and—2cov(C'F, DR)
sum up to the unconditional variance of returnsa(r)). The numbers in parenthesis are the relative importaneadti component in determining the unconditional
variance of returns and sum up to 100%. The relative impoeaf a component is defined as the ratio of the unconditioaghrce of that component to that of
returns.The sample period is between January 1960 and bec@®10.
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Table 2: Unconditional Variance Decomposition based orStla@dard Approach in Expansions

(a) Estimates of the VAR Parameters

« Ti_1 tmsi_1 dys—1 VSy_1 R?
T 0.4647 -0.0448 0.1460 0.1303 -0.3119 0.40%
tmsy 0.1597 0.0050 0.9758*** -0.0306* -0.0444 94.79%
dyy 0.0923 0.0007 -0.0069** 0.9917*** -0.0422 99.39%
VSt 0.1115*** -0.0005 -0.0022* -0.0016 0.9305%** 99.44%

(b) Estimate of the Variance Matrix of the VAR Residuals

T tmsy dyy VS¢
T 15.3599 -0.0623 -0.4523 0.0401
tms; -0.0623 0.1409 0.0035 -0.0016
dyy -0.4523 0.0035 0.0153 -0.0012
VS 0.0401 -0.0016 -0.0012 0.0021

(c) Unconditional Variance Decomposition of Returns

Value (Ratio)

var(CF) 25.90 (168.64%)
var(DR) 6.90 (44.93%)

—2cov(CF,DR) -17.44 (-113.57%)
var(r) 15.36 (100.00%)

Note: Panels (a) and (b) present the estimates of the pazesaetd the residual variance matrix of the VAR model in Eigued in expansions as defined by the NBER.
r¢ is the S&P 500 returnims is the term spreadiy is the dividend yield anas is the value spread. We refer the reader to the note to Talwedefailed variable
definitions. The VAR model is estimated via WLS where the Weif an observation is one if the observation correspondsitmnth in a recession period as defined
by the NBER and zero otherwise. ***, ** * denote parametetireates that are significantly different than zero at 1%, 5% 20% levels, respectivelyz? is the
adjustedR? of the regression. Panel (c) presents the decompositiomeofimconditional variance of; in expansions based on the standard approach described in
Section 2 using the estimates of the VAR model in Equatione3gmted in Panels (a) and (b). This decomposition correlspimna hypothetical situation where the
economy is expected to stay in expansion till infinity. Farthore, it also ignores recession periods in the estimafidAR parameters and residual variance matrix.
var(CF) andvar(DR) are the unconditional variances of cash flow and discoustmetvs, respectively, and2cov(C F, DR) is -2 times the unconditional
variance between cash flow and discount rate news. The vidues.r(C'F'), var(DR) and —2cov(CF, DR) sum up to the unconditional variance of returns
(var(r)). The numbers in parenthesis are the relative importaneacti component in determining the unconditional variarigetarns and sum up to 100%. The
relative importance of a component is defined as the ratibeofinconditional variance of that component to that of retuihe sample period is between January 1960
and December 2010.
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Table 3: Unconditional Variance Decomposition based orStlaedard Approach in Recessions

(a) Estimates of the VAR Parameters

« Ti_1 tmsi_1 dyi—1 VSi_1 R?
T 0.4261 0.1699*** 0.7463*** 1.0404*** -1.8159 10.71%
tmsy 0.0287** 0.0143*** 0.8470*** 0.0270 0.7336*** 90.11%
dyy 0.3204 -0.0051*** -0.0377*** 0.9621*** 0.0494 99.59%
VSt 0.0000%** -0.0003 0.0127*** -0.0051** 0.8605*** 99.82%

(b) Estimate of the Variance Matrix of the VAR Residuals

Tt tms; dyy VSt
T 31.9502 0.8037 -1.2739 0.0391
tmsy 0.8037 0.4029 -0.0415 0.0025
dyy -1.2739 -0.0415 0.0561 -0.0020
VSt 0.0391 0.0025 -0.0020 0.0033

(c) Unconditional Variance Decomposition of Returns

Value (Ratio)

var(CF) 9.40 (29.42%)

var(DR) 47.05 (147.26%)
—2cou(CF, DR) -24.50 (-76.68%)
var(r) 31.95 (100.00%)

Note: Panels (a) and (b) present the estimates of the pagesvaatd the residual variance matrix of the VAR model in Eigua in recessions as defined by the NBER.
r¢ is the S&P 500 returnim s is the term spreadiy is the dividend yield anas is the value spread. We refer the reader to the note to Talwedefailed variable
definitions. The VAR model is estimated via WLS where the lwea an observation is one if the observation correspondsionth in a recession period as defined by
the NBER and zero otherwise. ***, ** * denote parameter mties that are significantly different than zero at 1%, 5%140% levels, respectively?? is the adjusted
R? of the regression. Panel (c) presents the decompositiomeofinconditional variance of; in recessions based on the standard approach describedtiora
using the estimates of the VAR model in Equation 3 presemte®anels (a) and (b). This decomposition corresponds to athgfical situation where the economy
is expected to stay in recession till infinity. Furthermatelso ignores recession periods in the estimation of VARapeeters and variance matrix of VAR residuals.
var(CF) andvar(DR) are the unconditional variances of cash flow and discoustmetvs, respectively, and2cov(CF, DR) is -2 times the unconditional
variance between cash flow and discount rate news. The vidues.r(C'F'), var(DR) and —2cov(CF, DR) sum up to the unconditional variance of returns
(var(r)). The numbers in parenthesis are the relative importaneacti component in determining the unconditional variarigetarns and sum up to 100%. The
relative importance of a component is defined as the ratibeofinconditional variance of that component to that of retuihe sample period is between January 1960
and December 2010.
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Table 4: Unconditional Variance Decomposition based orStlamdard Approach under Different Assumptions

(a) Time-Varying VAR Parameters and Constant Variance @MAR Residuals

Expansions Recessions
var(CF) 34.87 (192.69%) 4.37 (24.15%)
var(DR) 9.66 (53.38%) 17.54 (96.90%)
—2cov(CF, DR) -26.43 (-146.07%) -3.81 (-21.05%)
var(r) 18.10 (100.00%) 18.10 (100.00%)

(b) Constant VAR Parameters and Time-Varying Variance eMAR Residuals

Expansions Recessions
var(CF) 4.98 (31.98%) 7.75 (22.25%)
var(DR) 6.10 (39.22%) 18.45 (52.98%)
—2cov(CF, DR) 4.48 (28.80%) 8.63 (24.77%)
var(r) 15.56 (100.00%) 34.83(100.00%)

Note: The table presents the decomposition of the uncamditivariance of monthly unexpected returns on the S&P 586ximunder alternative assumptions about
parameters and residual variance matrix of the VAR modelgunafion 3. The decomposition is based on the standard agipresang returns, term spread, dividend
yield and value spread as state variables in the VAR. Pah& fmsed on the assumption that the VAR parameters arevany@g and identical to those presented in
Panels (a) of Tables 2 and 3 with a constant variance matrigsifuals estimated over the whole sample based on tinygagaVAR parameters. Panel (b) is based on
the assumption that the VAR parameters are constant antidaleto those estimated over the whole sample in Tabledl:(C F') andvar (D R) are the unconditional
variances of cash flow and discount rate news, respectaeti—2cov(CF, DR) is -2 times the unconditional variance between cash flow @ubdnt rate news.
The values fowar(CF), var(DR) and—2cov(CF, DR) sum up to the unconditional variance of returng{(r)). The numbers in parenthesis are the relative
importance of each component in determining the uncontitivariance of returns and sum up to 100%. The relative itapoe of a component is defined as the ratio
of the unconditional variance of that component to that tfrres. The sample period is between January 1960 and Dec@®be.
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Table 5: Unconditional Variance Decomposition based orTthee-Varying Approach over the Business Cycle

Value (Ratio)

var(CF) 8.49 (46.41%)
var(DR) 7.25 (39.64%)
—2cou(CF, DR) 2.55 (13.95%)
var(r) 18.29 (100.00%)

Note: The table presents the decomposition of the uncamditivariance of monthly unexpected returns on the S&P 5@8xmver business cycles as defined by the
NBER. The decomposition is based on the proposed timengupproach described in 4 using returns, term spread etiidiglield and value spread as state variables
in the VAR. We estimate the VAR via WLS twice using expansion aecession weights as discussed in Section 3 and obtagathe estimates of parameters and
residual variance matrix presented in Panels (a) and (bpble® 2 and 3var(CF) andvar(D R) are the unconditional variances of cash flow and discoust rat
news, respectively, and 2cov(CF, D R) is -2 times the unconditional variance between cash flow &wbdnt rate news. The values fear (C' F), var(DR) and
—2cov(C'F, DR) sum up to the unconditional variance of returnaf(r)). The numbers in parenthesis are the relative importaneaaf component in determining
the unconditional variance of returns and sum up to 100% .r&laéive importance of a component is defined as the ratibeofihconditional variance of that component
to that of returns. The sample period is between January 486@ecember 2010.
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Table 6: Unconditional Variance Decomposition based onTiinge-Varying Approach over the Business Cycle -

Robustness Checks

(a) Alternative Set of Predictor Variables

Value (Ratio)

var(CF)
var(DR)
—2cov(CF, DR)

17.94 (97.71%)
10.01 (54.51%)
-9.59 (-52.23%)

var(r)

18.36 (100.00%)

(b) Alternative Sample Period

Value (Ratio)

var(CF)
var(DR)
—2cov(CF, DR)

8.67 (29.21%)
25.89 (87.21%)
-4.87 (-16.42%)

var(r)

29.69 (100.00%)

(c) Alternative Business Cycle Definition

Value (Ratio)

var(CF)
var(DR)
—2cov(CF, DR)

7.79 (42.41%)
5.35 (29.12%)
5.23 (28.47%)

var(r)

18.38 (100.00%)

Note: The table presents decomposition of the unconditiaréance of monthly unexpected returns on the S&P 500 immlex business cycles to using alternative set
of predictor variables, sample periods and definition ofresss cycles. The decompositions are all based on the grdpiose-varying approach described in 4. In Panel
(a), the state variables in the VAR are returns and the fitst fiwincipal components of a set of state variables thatighes default premium, one year price-earnings
ratio, book-to-market ratio, book-to-market spread, lstoxarket variance and net equity issuance in addition to sggread, value spread and dividend yield. The
business cycles are as defined by the NBER and the sample febietween January 1960 and December 2010. In Panel (fstateevariables in the VAR are returns,

term spread, dividend yield and value spread. The busingdsscare as defined by the NBER and the sample period is betiwee 1927 and December 2010. In
Panel (c), the state variables in the VAR are returns, temsas} dividend yield and value spread. The business cyotededined by the smoothed state probabilities
obtained from the estimation of the two-state Markov regawéching model in Equation 14 for the log growth rate of nidptindustrial production index.
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Table 7: Calibrated Model Parameters

(a) Utility Specification

Parameter Value
~y 7.5
I5; 0.9957

(b) Dividend and Consumption Process

Parameter =1 =2
Hd.i 0.204% -0.556%
He,i 0.297% 0.008%
Od,i 2.972% 2.972%
Oc,i 0.693% 0.693%
Ped,i 0.391 0.391
Qii 0.983 0.925

Note: The table presents calibrated model parameterss the coefficient of relative risk aversion atis the daily time impatience parametet.. ; and g, ;
for i = 1,2 are the mean consumption and dividend growth rates in diffestates, respectivelyr. ; andog ; for i = 1,2 are the standard deviations of the
consumption and dividend growth rates in different statespectively,po.q ; for i = 1, 2 is the correlation coefficient between the consumption avidehd growth
rates in different stateg,;; is the transition probability from stateto statei.

Table 8: Unconditional Variance Decomposition based onu&ited Data

Value (Ratio)

var(CF) 10.00 (83.54%)
var(DR) 8.33 (69.62%)

—2cou(CF, DR) -6.36 (-53.16%)
var(r) 11.97 (100.00%)

Note: The table presents the decomposition of the uncomditivariance of unexpected simulated returns. We simtieteasset pricing model in Section 5.1 at
monthly frequency for a total of 612 observations which esponds to the number of monthly observations for the pdré@aieen 1960 and 2010. To directly match
the empirical observations presented in Section 5.7, wenasshat the state variable in our simulation exercise spords to expansion${ = 1) and recessions
(St = 2) as defined by the NBER. We then decompose the conditioniainge of simulated returns (in percentage points) intoatemonents as discussed in Section
4.3.var(CF) andvar(D R) are the unconditional variances of cash flow and discouetretvs, respectively, and2cov(C F, DR) is -2 times the unconditional
variance between cash flow and discount rate news. The viduesr(CF'), var(DR) and —2cov(CF, DR) sum up to the unconditional variance of returns
(var(r)). The numbers in parenthesis are the relative importaneacti component in determining the unconditional variarigetarns and sum up to 100%. The
relative importance of a component is defined as the ratibetihconditional variance of that component to that of retur
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Proofs

Proof. [Proof of Lemma 1] After some matrix algebra, one can show t&at, . can be expressed as follows:

T 1 T
Xt+T = &g, . + Z(H ASt+T+1*j)aSt+77’i + (H ASt+T+1—j)Xt
i=1 j=1 ‘

€7+ Z(H As, iy )Etrr—i (24)

i=1 j=1
Taking expectations of both sides conditional on the infation at timet,

T—1

EfXes] = Y (uoIy)(AQ @Iy)'a(Q @1y) (I @ Iy)ly
=0
+ (v @Iy)(AQ @ Iy)) (I ® In)X, (25)

Note that the summation in Equation 25 is a Slyvester Eqnatial can be rewritten using Kronecker products and

vec operator as follows:

Ey[Xi4r] Ti I @ In)1y) © (1y @ Iy) {((Q' ®Iy)) " @ (AQ ®IN))]1UBC(O<(Q' ®IN)T)
+ (1M®IN)( AQ ®1Iy)) (IL ® In)X, (26)

Rewriting the sum, one obtains the equation in the lemma
BXer] = (o) (R0 6 1) + 60T, 9 Ty, (27)
where

B(r) = vee ([IMW (@ eIy)) e (AQ © 1Y)

Larzne — (Q' @ In)) 7' @ (A(Q' ® In))) Jvec(e( Q' @ IN)T))
(AQ ®1In))"

fQ(T)

wherevec™! is the inverseec operator that turns &/2N? x 1 vector intoM N x M N matrix.
|

Proof. [Proof of Proposition 1] Based on Lemma 1, unexpected return in petigdl can be expressed as follows:

i = € <Xt+1 - Et[Xt+1])

¢ (xm (1 © L) (6 (1)L @ 1y) + B @ xm) (28)
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Recall the definition of the discount rate news:

DRy11 =€) <Et+1 {Z Pth+1+J} — E; {Z Pth+1+j] ) . (29)

Jj=1 Jj=1

The expectations in the above equation can be calculatad bsimma 1 as follows:

By { Z Pth+1+j]

and

j=1

B> P Xt

Jj=1

(1 @ In)1n) © (Ly @ Iy) Iazne — (Q @ In)) 7 @ (A(Q @ In))] ™

(o]

(Z(Pj(Q ® In) ™ @ Tuw) — o/ (uv @ (A(Q' @ IN))j+1)) vec(ex)

j=1
o0

Z pj(lM ® IN)/(A(Q/ ® IN))j+1(Ht+1 @ In)Xig1

Jj=1

(1 @In)' [B11(Ii41 ® 1n) + Bo 1 (T41 ® Xiy1)]

(M @ In)1y) © (1y @ In) Ty — (Q @ In)) ' @ (A(Q @ In))] ™!

P (QInY T @Inun) — o Iun © (A(Q ® IN))jH)) vec(a)

7j=1

(1 @In) (AQ @ In))THIT, @ In)X,

M8

1
1y @In) [B12(IL ® 15) + Boo(II; @ X))

—~ .

whereB, ; andB, ; fori = 1,2 are

B,

By,

X

vec ([IM2N2 - (QoIy)) '@ AQ @Iy)) !

PQRIN) (Tyn — p(Q@IN) ' @Iy — Iy ® p(A(Q @ In)) Iy — pA(Q @ IN))_l]vec(a)>

p(AQ @ In)) (Iun — pA(Q @ 1In)) ™!

Plugging these expectations in the definition of discouta n@ws, we obtain

DRiy1=€/(1y @In) [B1i(Ii41 ® 1n) + Bo1(Thip1 @ Xiq1) — Bio(II; ® 1n) — Boo(II; ® Xy)]  (30)
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The cash flow news is the sum of unexpected returns in Equa8@md discount rate news in Equation 30:

CFtJrl = 7":_,_1 + DRt+1
= e X1 +ei(1y @In) [B1i(Mit1 @ 1n) + Bo 1 (Thiyq @ Xi41)]

— €1y @In)[(fi(1) + By2)(IT @ 1) + (f2(1) + Bo2) (I @ Xy)] (31)

Proof of Proposition 2. First note that

Ey[Xi11X4, ] Eil(as,, +As, Xe +er1)(as,,, +As, X +€041)']

Ey [ast+1afst+1] + E; [aSt+1 (ASt+1Xt)/]
Et[(ASt+1Xt)afSt+1] =+ Et[(ASt+1Xt)(ASt+1Xt)/]

+ o+

Eileri1€p44]

M

Z(aiai + i (AiXy)" + (AiXy)ag + (AXy) (AXy) + X5)(e;Q'IT,) (32)
i=1

and

Ey [XtJrl] = E [a5t+1 + ASt+1Xt + Et+1]
M

D (o + AiX,)(€;QTL) (33)

i=1

The conditional variance of unexpected return in petiadl based on information set in periods given by:

vary(rfyy) = var, (ei(xm (A @ Ty (B ()L ® 1y) + B(1)(IL @ Xt»))
= e'lvart(XtH)el
= €] <Et (Xi1X ] — B[ Xeq1] By [X2+1]) e (34)

Plugging Equations 32 and 33 into Equation 34 yields

M
var(riy,) = €} ( D (aia] + ai(AiXe) + (AiXo)a + (AiXe) (AiXy) + 21)(92Q/Ht)) el

=1

M M
— € (Z(ai +AX) QL) Y (e + (Av:Xt)/)(eiQ'Ht)) e (35)

i=1 i=1

After some matrix algebra one can show that Equation 35 cavritten as Equation 10.
Given the definitions 0D R, andC F; in Equations 7 and 8, respectively, it is easy to see thattoaiditional

variances and covariance can be expressed as in Equatioh® 4dd 13. This completes the first part of the proof.
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To prove the second part, note that the following holds wherstate variable is observable:

Elli] = EIZ,,]=eQTI
Byl 44105 41] = 0 fori#j
B 1 Xep1] = B[}, 1 Xepa] = (ou + AiXy) (e, QL)
Ey[Il 4410 041X 11] = On fori#j
Bl Xep X = EBflIF,  Xe Xi ]

= (oyag +ai(AXy) + (AXp)er) + (A Xe)(AXy) + 3;) (e} Q'TIL)

Byl 110401 Xe1 X ] = Oy @0y fori+#j

where0y isaN x 1 vector of zeros.
Plugging these into the definitions edr; (I1;11 ® 1n), var(Il;411 @ Xyt1), covy (T4 @ 1n, i1 @ Xig1),
COVt (Xt+17 I, 11 ® 1N) andcovy (Xt+1, I, 11 ® Xt+1) y|E|dS the equations in Proposition 2.
O

Proof of Lemma 2. We first characterize investors’ prior beliefs about state periodt, 7;,, i.e. the probability
that investors assign to stafebefore observing the realizations for dividend and condionpn period¢. Prior to
observing the information revealed in a given peripthvestors know that the growth process might have switched
to a new state according to the transition probability matHence, their prior beliefs about the new state variable
are weighted averages of his beliefs about the previous statable,r; .1, where the weights are the transition
probabilitiesg;;, i.€. Tj: = Sor | i1

Investors then update their prior beliefs according to Bayale based on the realizations of dividend and con-

sumption processes. Recall that the probability that ioresissign to statg «; ; = Pr(S; = j|F).

wie = Pr(Sy=jly:, Fi-1) (36)
_ Pr(yilSe =5, Fia) Pr(Si = j|Fi1) (37)
Pr(y:|Fi-1)

_ Pf(}’t|5t =7, ftfl) PI"(St = j|ft71) (38)
Zi]\il Pr(y:|S: =i, Fi—1) Pr(S; = | Fi—1)
Ay BT (39)

Zf\; O(yes 1, i) it

whereo(x; u, ) is the multivariate normal density function with mearand variance matri¥.

Equation 36 follows from the definition of the informatiort,s&;, which can be decomposed into the realization
of dividend and consumption processes in petiog;, and all past informationF;_,. Equations 37 and 38 follow
from Bayes’ rule and the law of total probability, respeeti® Equation 39 follows from the law of motion for the

dividend and consumption process in Equation 16. O

Pr(B|A,C) Pr(A|C)

6Recall that Bayes’ rule i®r(A|B, C) = 52BI0)
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Proof of Proposition 3. By recursive substitution of future prices into Euler edumtthe price of the risky asset can
be expressed as the conditional expectation of the disedwouim of future dividends where the discount factor is the

intertemporal marginal rate of substitution:
T Ct+7'
Et Z ﬁ Df+T (40)

where E,[-] denotes the conditional expectation based on the infoomatt in period after investors observe the
realization of dividend and consumption processes.
Substituting the functional form for the utility functiomd rearranging the terms, the price-dividend ratio in pkrio

t can be expressed as follows:
Pt T Ct+-,— - Dt+‘r
no- sz )
CtJrT > - <Dt+7')
E T

Sy = z} u (41)

where the second equation follows from the law of total pbilits. Let \; denote the price-dividend ratio in state

-
ie.\; = E|:ZT 157<Ct+7) (DE:T)

state given that it is a sum of positive numbers. To guarahigst is also finite in each state, we assume that model

Sy = z} . Itis easy to see that the price-dividend ratio is positiveach

parameters are such that= 5 exp(pa,; — Yite,; + (de 290cd,; +7 0”)) < 1forj=1,...,N. Then)\; can

be expressed as follows:

Ct+1 Df+1 Ct+7— - Dt+7— .
i = E = E T =
v ) Gz () (b
N - _ - —
Cea K Dyiq . e Cf+7 K Dy .
N - _ _
Civ1\ [ Disa .
= Sar|o(r) (5[5 =
J=1 - -
al [ (Cip1\ (D 1 [ C D
+ 7,E t+1) ( t+1) S _ E|: — 1< t+‘r) ( t+7’) S _ :|
;QJ 5( C, D, t+1 J_ ;5 Crn Dis t+1 = ]
N N
= ) i+ > 69N (42)
j=1 j=1
fori =1,..., N. Thisyields a system of 4 equations which can be expressell@ass:
A= QG + QH) (43)
whereG = (g1,92,...,9n)"isaN x 1 vectorandH is aN x N diagonal matrix whosg'" diagonal element i8;.
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Solving for A yields
A= (Iy —QH)QG (44)

and the price-dividend ratio can be expressed as follows:

Py

N
— =) \Nmp =TT 45
) ; Tt t ( )

Log returns on the risky asset can be expressed as follows:

IOg(]. + Pt/Dt) — IOg(Ptfl/thl) -+ Adt
~ 1 — — 1 -
log(l + )\) + H—X(Pt/Dt - )\) — log()\) — E(Ptfl/thl — )\) + Adt (46)

Tt

Q

where Equation 46 follows from a first-order Taylor expansid the log function around the long term average of
the price-dividend ratio). The expectation of the log return in peribdonditional on investors’ prior beliefs before

observing the dividend realization (and possibly the exksignal) in period can be expressed as follows:

N

E[] log(1 +\) —|——Z th—_ —log(\) —

N
T (Pi—1/Dy—1 — \) + Z/‘d,jﬁj,t (47)

>/I| —

The unexpected log return on the risky asset in Equation Beaobtained as the difference between Equations 46
and 47. The long term average of the price-dividend ratibésunconditional expectation of the price-dividend ratio
as defined in Proposition 3.

O

Proof of Corollary 1. First note that the variance of the dividend growth rate inquet + 1 conditional on the

information set in period is given by

varg (Adt+1) = Et [Adt2+1] — Et [Adt+1]2
= Et[/i?z,st+1 +20d,5:110d,S; 41 Ed,t+1 T Uﬁ,st+1€(21,t+1] — Ey[pd, 5041 + 0d.5041Edt+1]”
N N
= ) (ua, + 03 )(eQTIL) — (O pai(e, QL)) (48)

i=1 i=1

Then, it is easy to see that the conditional variance of ueetea returns is given by Equation 21, given its law of
motion in Equation 20. This completes the first part of thefairo

To prove the second part, note that the following holds wherstate variable is observable:

Ell 4] = Ey [Hitﬂ] =e/Q'IL,
Ell 411l ] = 0 fori#j
Bl i1Adi1] = pa,i(€]QTL)?
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Plugging these into the definitions odr; (I1;11) andcov; (Ad;+1, I1:41) yields the equations in Corollary 1. O

Proof of Proposition 4. Given the law of motion for returns in Equation 46, note tiat following holds:

- - 3 1 Pt+1+‘r kv N 1 PtJr‘r kv
E 1—p)r A = 1—p) Eiflog(1+A\) + ——=(=——— — ) —log(\) — = —A)+Ad r
o] = S0 Ees( 4 ) () loa() — () + A
- T 1 / 1 !/
= Z(l —p)" Eilk + H—X)\ M1y r — j)\ Iy r + Adpya4r]
T=1
- 1 1
= D0 )l S N(Q)TI = SN Q)T Q)7 ) (49)

3
I
-

wherex = log(1 + 1/A) + T/(1 + X). Similarly,

o [Z(l - P)TT‘t+1+r] = S a-p)s+ I%X(Q’Yﬂm - %X(Q’)T’lﬂm Q) T, (50)

=1 7=1
Recall that discount rate news in the Campbell and Shillenéwork is defined as
DRip1 = By {Z(l - P)jrt+1+j] — Lk [Z(l - P)jrt+1+j]
j=1 j=1

Plugging in the above equations, the discount rate newseanjiressed as follows:

oo

DRepy = 3 (1=p) (s + L—)‘/(Q/)THHI - iX(Q/)T_lntH + p1a(Q) Ty
T=1 1+ A A
_ (KJ + H%AI(Q/)TJFIHt o %AI(Q/)THt + H&(Q/)TJrlHt))
= S0 (X Q) (s Q) - ZX(Q) (M~ QL)

+  py(Q) (M4 — QL))

= (pg(Iy — (1 =p)Q) (1= p)Q — pX)(Iis1 — QTL)
Given the definition of unexpected return in Equation 20hdbsv news can be expressed as:

CFt+1 = ’I";Jrl + DRt+1
pN (I — QTL—1) + Ady — fiae—1 + (g — (1= p)Q) 711 = p)Q' — pX) (M1 — QL)

= (uy(Iy —(1-p)Q) ' (1-p)Q)(Iy1 — QIL) + Ady — Hd,t—1

O

Proof of Proposition 5. Given the formulas fo’'F;; and DRy, 1, it is easy to see that their conditional variances

and covariance are given as in Proposition 5. O
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Simulation Approach to Calculate Conditional Quantities

In this section, we describe our Monte Carlo simulation apph to calculate conditional variances and covariances
discussed in the text. We do this for a generic MSVAR of ordeg whose special cases correspond to the ones

considered in the text. Specifically, consideKax 1 vectorY,,; whose law of motion is given by
Yt+1 = aUt+1 + bU¢+1Yt + 6 (51)

where state variablg,_ ; follows a first order M-state Markov chain with transitioropability matrixQ whosei ;"
elementy; ; = Prob(Uiy1 = j|U; = i) and§ ~ N(On, ¥s,,,). When we selY,; = X, and letU;,; denote
the NBER business cycles, we obtain the case in Section dvehich we can calculate the conditional variances and
covariances in closed form as in Proposition 2. We still aersthis case as it allows us to verify the validity of our
simulation approach. When we S¥t; = Alog(IP,4+1) andU;41 = nyy1, We obtain the case in Section 4.6.3.
Finally, when we se¥;; = [Adi11, Acty1] and letU;; = S;y1, which is the underlying state of the dividend and
consumption process, we obtain the case in Section 5.

Let pir1 = [p1,441,- - 0K 1+1) Wherey; ;11 = Prob(Uir1 = i|Fisq) fori = 1,..., K and F4; is the
information set that include¥; andU; for j = 1,...,t + 1if U;’s are observable and includes oy, for j =

1,...,t+ 1 otherwise. Then, note that the following holds under ounagstions forY,;; andU;, 1:

1. U441, conditional on the information set in periochas a multinomial distribution with associated probéies
given byp: 1 = Q'epy.

2. Y41, conditional on the information set in perio@nd the state variable in period- 1, has a normal distribu-

tion meamay,,, + by, , Y, and variance matrix’y;, .

3. ¢¢+1 can then be calculated as:

O(Yeqr1,a, +bi Yy, )05 41 (52)

Pittl = K o
21 ¢(Yer1,8; + b Y, W5)0544

whereg(z, p, 3) is the multivariate normal density function.

For each period + 1, we first draw the state variablé,, ; from the multinomial distribution with associated
probabilities given byp;. ;. Based on the state variable, we dray,; from the normal distribution with mean
ay,,, + by,,, Y and variance matrixy;, ., . We then calculate;,; based on the Equation 52. We repeat these
steps 1,000,000 times and calculate the conditional diestf interest as the sample averages of the corresponding

guantities from the simulations.
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