
Scarcity of user information and the link between
computer security and reliability1

Galina A. Schwartz
University of California, Berkeley

Peter Honeyman
University of Michigan, Ann Arbor

Ari Van Assche

HEC Montréal

Abstract

This paper studies manufacturer incentives to invest in the improvement of reliability

and security of a software system when (i) reliability and security failures are caused

by the same errors in the development of the software components and (ii) naive users

find it too costly to distinguish between these two classes of system failures. We

trace the effects of these informational imperfections and discuss how the resulting

supply and demand externalities affect manufacturer investments. When users cannot

distinguish between reliability and security failures and investment in system security

is driven by the weakest link, the standard for optimal due care then depends on

manufacturer characteristics with respect to both security and reliability. In this case,

imposition of a due care standard based solely on reliability or on security becomes

socially suboptimal.
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1. Introduction

This paper studies manufacturer incentives to invest in software system reli-

ability and security when users are unable to distinguish between failures caused

by security or reliability faults. By far, most users lack the expert knowledge

required to make this distinction, and therefore find it too costly to identify

(i) the manufacturer responsible for a system failure and (ii) whether a system

failure is caused by a reliability failure (i.e., a non-malicious programming error)

or a security failure (i.e., a malicious attack by a malevolent party). As a result,

manufacturer incentives to invest in system reliability and security are socially

suboptimal due to public good features on both the supply and demand side.

Our paper is related to a growing literature that has considered the incen-

tives for the provision of system reliability or system security.2 Varian (2004)

approaches system reliability as a problem of public good provisioning and an-

alyzes the ensuing free-rider problem for various functional forms. He investi-

gates possibilities to alleviate the resulting underinvestment in system reliabil-

ity through fines, due care standards, and legal liability. Anderson (2001), and

Kunreuther and Heal (2003) focus on the incentives to invest in system security.

Anderson (2001) and Anderson and Moore (2006) connect with principal-agent

theory arguments to demonstrate that when the parties charged with protect-

ing systems are not the parties who bear the costs of breached security, security

is suboptimally low.3 Kunreuther and Heal (2003) and Heal and Kunreuther

(2004) consider network environments where the security choices of one agent

affect the risks faced by others. Their setup is applicable to software system

security since the risk that a hacker attacks a system depends not only on a spe-

cific manufacturer’s investment in improving security, but also on the actions of

other manufacturers of the system. They demonstrate that such environments

are also prone to free-riding, i.e., the agents’ privately optimal investments in

system security are suboptimally low from a social standpoint.

2See Soohoo (2000) and Schechter (2004) for a quantitative approach to the role of economic
incentives in securing cyber-space. Also see Anderson and Moore (2006); Anderson et al.
(2008) for a recent literature review.

3In the literature addressing the principal-agent problem (see Tirole (1999)), informational
imperfections (costs) due to the presence of principal-agent conflict lead in many cases to
environments mathematically equivalent to ones with free-riding.
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Our paper extends the existing literature by considering manufacturer in-

centives to invest in system reliability and security jointly. This is an important

research question because (i) reliability and security failures are often caused by

the same errors in the design of the software components and (ii) it is too costly

for naive users to distinguish between both types of system failures. We argue

that it is therefore necessary to address investment incentives into reliability

and security jointly.4

Consistent with the existing literature, Section 2 shows that manufacturers

underinvest because system reliability and security depend not only on the in-

vestment of an individual manufacturer, but also on the actions of the other

component producers. We call this supply side inefficiency manufacturer in-

formation inefficiency ; the literature frequently refers to such inefficiencies as

free-riding. In addition, we show that informational imperfections on the de-

mand side due to untenable user costs to distinguish between reliability and

security failures lead to further inefficiencies. To our knowledge, ours is the first

attempt to model both types of inefficiencies simultaneously. Our joint analysis

of reliability and security leads to policy recommendations that differ from the

recommendations of prior models.

In Section 3, we apply our framework by using specific functional forms for

system security and reliability. Consistent with the information technology lit-

erature, we assume that the expected number of security failures in a system

depends solely on the parameters of the bottleneck manufacturer, i.e. that man-

ufacturer whose bugs have the highest likelihood to create a security failure. We

model the system’s expected number of reliability failures as a weighted sum

of the number of bugs in the individual products of which the system is com-

prised. We show that in systems with homogeneous products and a relatively

high probability for the weakest link’s bugs to create a security (rather than a

reliability) failure, all manufacturers invest in system reliability and security by

matching their component security to that of the weakest link. However, in sys-

tems with highly heterogeneous products, only a “strongest link” manufacturer

will invest in system reliability and security. Our analysis thus provides insight

4We have also stressed this point in Honeyman et al. (2007).
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into the patterns of manufacturer investment in system reliability and security,

depending on the parameters of products of which the system is comprised.

The remainder of this paper is organized as follows. In Section 2, we out-

line the relevant technological environment and present the general model. In

Section 3, we use specific functional forms to find the equilibrium of the game

and demonstrate the intuition of our model. In Section 4, we summarize and

conclude.

2. Model

2.1. Environment of the Model

Modern software system typically consist of hundreds of distinct software prod-

ucts produced by dozens of manufacturers. Using such a software system thus

involves the concurrent consumption of several software products. User demand

for a software system depends on numerous parameters, such as technical char-

acteristics, reliability, security, and the legal environment. In this paper, we

treat all system parameters except reliability and security as exogenous. We

state the following definitions:

Definition 1. A software system failure is a malfunction in a user’s soft-
ware system due to an error or weakness in the design, implementation, or
operation of a system.

Definition 2. A software system failure is classified as a security failure if
it is caused by malicious unauthorized access to the user’s system. Otherwise,
it is classified as a reliability failure.

For example, according to Definition 1, a buffer overflow is a system failure

since it causes the system to operate incorrectly. According to Definition 2, the

buffer overflow is a security failure if it is caused by a malicious attack by hackers,

but it is a reliability failure if it is caused by a non-malicious programming or

operational error.5

For the intuition behind Definitions 1 and 2, consider a hypothetical fully

secure world, where no security threat exists. For example, let all users be

authorized to access everything on the network. Then, no unauthorized access

5The 1988 Morris worm attack, the 2002 Slapper worm attack that infected thousands of
Linux- based web servers, and the 2003 Slammer and Blaster worm attacks on Windows PCs
all exploited buffer overflow vulnerabilities.
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is possible. In such a world, all system failures will be classified as reliability

failures.

Next, assume that there are two disjoint fully secure networks (as described

above) with users belonging to network N1 or N2, but not to both. Here, too, all

system failures will be classified as reliability failures. Now, let us connect these

two networks, and suppose that network N1 user U1 employs his web access to

gain unauthorized access to network N2 resources. According to our Definition

2, a system failure on N2 caused by U1’s unauthorized access is classified as a

security failure. Moreover, if in the process of achieving unauthorized access to

N2 resources, U1 causes a failure on N1, this failure will also be classified as a

security failure.

This suggests that system reliability and security ought to be analyzed jointly

since reliability and security failures result from the same bugs and cannot nec-

essarily be distinguished by a user. We introduce the concept of “robustness,”

which reflects both reliability and security features of a software system:6

Definition 3. Software system robustness is inversely related to the number
of system failures.

Three types of agents affect system robustness: software manufacturers, users,

and hackers. A manufacturer can increase system robustness by investing in

the enhancement of the security and reliability of his own software component.

Users can affect system robustness through demand. Hackers can hamper sys-

tem robustness by attacking system weaknesses.

In this paper, we focus on manufacturer incentives to invest when users lack

information about causes of a specific system failure. We ignore other factors

by assuming that users have identical preferences for system robustness and

that their systems are equally susceptible to hacking. We do not model hacker

incentives, but treat them as exogenous.

Manufacturer incentives to invest in system robustness are affected by two

types of informational deficiencies faced by the users. Due to the high cost of

information acquisition, users find it too costly to (i) determine which manu-

facturer’s software component has caused a system failure and (ii) whether the

6The term software system robustness closely matches the term “information assurance”
from the computer science literature (see for example Galin (2003).)
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system failure was caused by a reliability or security failure. A number of legal

and technological factors contribute to these informational deficiencies. On the

technological side, they include the complexity of typical network systems, un-

availability of proprietary source code for many software products, legislation

preventing the disclosure of flaws in commercial software (e.g., the Digital Mil-

lennium Copyright Act or DMCA), and hackers’ actions to cover their tracks.

On the legal side, software manufacturers’ lack of legal liability tends to nullify

user incentives to collect information and resolve the informational deficiency.

In our model, the production of a software system requires M inputs (soft-

ware components), each produced by a separate manufacturer. We assume that

the system’s price is determined by user willingness to pay, which depends on

the number of expected system failures. The manufacturers divide the gross

revenue according to an exogenous sharing rule. In this respect, our setup fol-

lows agency literature, where the players’ surplus sharing is determined from

their Nash bargaining, and player bargaining powers are exogenous.

While the first type of informational deficiency is well-established, the ex-

isting literature has paid scant attention to the second type. We therefore

emphasize the conjecture that is central for our model:

Conjecture 1. It is too costly for users to distinguish between system reliability
failures and systems security failures.

While numerous measures of software vulnerability exist (for example US gov-

ernment maintains the ”National Vulnerability” database), and enormous amounts

of security related data are collected by private parties, the current consensus

of security researchers is that usage of this data is limited. In many cases, only

obsolete data is easily available, see Anderson et al. (2008) review.

Also, our paper importantly limits its attention to näıve users, who are

unaware of many existing data sources. Moreover, even when an educated user

is aware that data sources exist, it is prohibitively costly (time wise) to use these

resources. Judging by our personal experience, it is too costly.

Perhaps, it will be more precise to assume that a certain fraction of (but not

all) users is subject to such informational constraints. Still, we suggest that this

fraction of uninformed users is close to 100 percent. We believe that only security

professionals regularly use the databases to find out security characteristics of
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specific applications. Most rank-and-file users, from whom the bulk of demand

originates, are ignorant of these tools. Indeed, in practice, such users have

no habit of checking with these databases when they are shopping for a new

computer system.

Conjecture 1 has an important ramification for user demand: users base

their willingness to pay on the joint measure of system robustness, not on the

separate measures of system reliability and security.

To emphasize the relevance of system failures to consumer choices, let us

make an analogy with auto purchases. The Yugo was more prone to failure than

a comparable Honda, which influenced consumer demand and manufacturer

pricing. Indeed, at present, Apple’s market share is increasing relative to the

PC despite an unfavorable cost differential. Anecdotal evidence suggests that

user preference for a system with fewer failures is part of the impetus driving

PC users to switch to the Mac.

2.2. Outline of the Model

We consider a one-shot game G of M players (manufacturers). 7 Consumers

are not players: they take no actions and are described by their demand.

Demand Side

Let fr and fs denote the expected number of reliability and security failures

for a system, and f the expected total number of system failures:

f = fr + fs.

According to Definition 3, f characterizes system robustness: a system gets

more robust when f decreases. Due to Conjecture 1, user willingness to pay for

the system should depend on the expected total number of system failures f ,

but not on fr and fs separately. Thus, we infer:

Corollary 1. When it is prohibitively costly for users to distinguish between
reliability and security failures, their willingness to pay for a system depends
solely on the expected total number of system failures f .

7The assumption of a non-repeated game reflects the current technological reality where
rapid changes make even ex post costs of information revelation prohibitively high. Thus,
informational deficiencies of today’s highly dynamic technological environment prevent man-
ufacturers from forming durable reputation for system robustness.
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We assume that users are identical and their systems are equally susceptible

to hacking. Let p(f) denote the representative user’s willingness to pay for the

system with f expected failures. We assume that p(f) is decreasing and concave

in the number of system failures:

p′ =
∂p(f)
∂f

< 0, p′′ =
∂p2(f)
∂f2

≤ 0.

Simply put, a representative user prefers a more robust system. When the

total number of expected failures decreases, a user’s willingness to pay drops

more for each additional reduction in the number of failures. We assume the

market size for software system as exogenous, i.e., unaffected by manufacturer

choice of system robustness. Since users are identical, and aggregate market

size exogenous, we normalize the market size to 1, in which case aggregate

willingness to pay for the system for all users is equal to the willingness for an

individual user: p(f).

Supply Side

The system is comprised of products (components) from M heterogeneous

manufacturers. Each manufacturer can improve system robustness by investing

in fixing his product’s bugs. Let x =x1, ..., xM be the vector of system bugs, with

its m-th component xm denoting the number of bugs for the m-th manufacturer,

and xm ∈ (0,∞). For any system, the expected number of reliability and

security failures are functions of x:

f(x) = fr(x) + fs(x),

with f(x) weakly increasing and convex in xm:

f ′ =
∂f(x)
∂xm

≥ 0, f ′′ =
∂2f(x)
∂x2

m

≥ 0. (1)

That is, when the number of bugs xm of the m-th manufacturer increases, the

entire system becomes weakly less robust; when a manufacturer’s product is

more buggy (i.e., at higher xm), an increase in xm leads to an increased number

of additional system failures.

8



A manufacturer can improve system robustness by investing in fixing bugs.

Let the m-th component qm of the vector q = q1, ..., qM denote the m-th man-

ufacturer’s investment in improving system robustness. We assume that this

investment is irreversible and affects only his own bugs. The number of bugs of

the m-th manufacturer is weakly decreasing in his investment:

∂xm

∂qm
≤ 0,

∂2xm

∂(qm)2
≥ 0. (2)

Let a = (q,x) denote the vector of manufacturer actions, with its m-th compo-

nent being the m-th manufacturer actions. Manufacturers choose their actions

simultaneously and independently to maximize expected profit Πm:

Πm = max
am=(qm,xm)

[Sm − rmqm] , (3)

where Sm is the m-th manufacturer’s surplus, and rm is his return on investment

in the outside option.

We do not directly model manufacturer competition with potential entrants,

who could offer applications substitutable for the m-th manufacturer one. The

presence of substitutes is likely to affect manufacturer surplus sharing, perhaps

resulting in lower surplus shares for the manufactures whose applications have

highly competitive substitutes. To simplify, in our model the ownership sharing

is exogenous.

The surplus Sm is equal to:

Sm = αmp(f),

where αm is the m-th manufacturer’s ownership share of gross aggregate surplus

p(f). We treat ownership shares as exogenous. Clearly,

M∑
m=1

αm = 1,
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because gross aggregate surplus S equals user aggregate willingness to pay

S =
M∑

m=1

Sm = p(f).

To summarize, we model manufacturer incentives to invest in system robustness

as a game G of M players, in which they act simultaneously and independently,

and each chooses actions am = (qm, xm) to maximize his profit given by equa-

tion (3). For the given functions P and f , the game G has 2×M parameters:

αm, rm, where m = 1, ...M . All parameters of the game are common knowl-

edge. The functions p and x are well-behaved, i.e., they are continuous and two

times continuously differentiable for qm, xm ∈ (0,∞). We assume that players

coordinate on Pareto efficient subgame perfect Nash equilibrium, and use such

an equilibrium as the solution concept for our game.8 Let the superscript ∗

denote equilibrium outcomes and payoffs. We use superscripts to indicate pa-

rameters, and subscripts to indicate choice variables. Using equation (1) and

(2), robustness f can be connected to investments qm, and we have the following:

Proposition 1. The expected number of system failures is non- increasing and
convex in the m-th manufacturer’s investment in system robustness:

∂f(x)
∂qm

≤ 0,
∂2f(x)
∂(qm)2

≥ 0.

Proof. Follows from combining equations (1) and (2).

From Conjecture 1, users base their demand on f, and not on fr and fs sepa-

rately. As a result, a manufacturer’s return to investment in system robustness

depends on its impact on f . Thus, from Proposition 1, S could be expressed as

a function of qm.

Proposition 1 permits us to express manufacturer optimization in the game G

as his choice of optimal qm, with xm uniquely determined by qm. Once we have

proven Proposition 1, vector x may appear an unnecessary complication of the

notation: indeed, xm can be recovered from qm. We want to stress that x is an

essential feature of our setup, and it would be impossible to present our results

without x. Although the functions fr and fs may behave very differently with

8We do not prove an existence of an equilibrium of our game for a general case. In Section
3, we do demonstrate equilibrium existence for a specific functional form of fr and fs, and a
linear relation between xm and qm.
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x, naturally, both depend on the same bugs – x. If instead we had introduced

fr and fs as functions of q, it would be hard to justify the point that investment

decisions about fixing reliability and security flaws are interdependent.

In Section 3, we express f as a function of qm, relying on concrete specifi-

cations of fr and fs, for which dependence on xm closely follows the existing

literature. We use Brady et al. (1999); Anderson (2002), to provide a technology

driven justification of our chosen relationship between xm and qm. The result-

ing dependence of f on qm is complex (equation (A-1)), and hardly intuitive,

despite the fact that we derive it from standard assumptions about reliability

and security failures and about costs of reducing such failures.

2.3. Information Inefficiencies

We pointed out in Section 2.1 that users face two informational deficiencies:

they find it too costly to (i) determine which manufacturer’s software component

has caused a system failure and (ii) whether the system failure is caused by a

reliability or security failure. We refer to the first informational imperfection as

manufacturer information inefficiency, and to the second as hacker information

inefficiency.

Manufacturer Information Inefficiency

When it is too costly for the user to determine which software product caused

the system failure, manufacturers are subject to information inefficiency which

causes a standard free-riding problem. We label the related inefficiencies as

manufacturer information inefficiency. To demonstrate this, one can compare

optimal investments of individual manufacturers and of a social planner.

We assume perfect price discrimination of the users, and zero consumer

surplus as a result. Thus, in our model, social surplus coincides with aggregate

manufacturer surplus. The social planner’s objective V is to maximize aggregate

manufacturer surplus:

V = max
a

[
M∑

m=1

Πm(a)

]
= max

a

[
M∑

m=1

Sm(a)− rq

]
, (4)

where r = r1, ..., rM is a vector of manufacturer outside options.
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By comparing the first-order conditions that can be derived from equations

(3) and (4), it is straightforward to see that socially optimal marginal return

on investment is lower than that for the individual manufacturer. Thus, man-

ufacturers invest less than is socially optimal due to an inherent manufacturer

free-rider problem.

Hacker Information Inefficiency

When Conjecture 1 holds, users do not distinguish whether a system failure

is security or reliability driven. Thus, their willingness to pay for any two

systems with equal expected total number of failures is identical. In reality,

however, security and reliability failures may have different effects on the user

utilities because expected utility losses can differ for reliability and security

failures. With complete information about failure’s origin, user willingness to

pay depends on security and reliability failures separately. This implies that the

informational imperfections highlighted by Conjecture 1 lead to an additional

inefficiency. We call this inefficiency hacker information inefficiency because it

is due to the user’s inability to distinguish whether a failure is due to hackers

or manufacturers.

Let Ĝ denote the game with perfectly distinguishable security and reliability

failures, and let “hat” denote its equilibrium outcomes and payoffs. We can

formulate the following proposition:

Remark 1. For any equilibrium of the subgame Ĝ, with investment restricted
to equilibrium investment of the game G, consumer willingness to pay for the
system is at least as high as in the equilibrium of the game G.

Proof. In the game Ĝ, user willingness to pay for the system P̂ is the function

of two variables, fr and fs: P̂ (fr, fs). In the game G reliability and security

failures are indistinguishable, so user willingness to pay for two systems with

the same total number of expected failures f is equal to their willingness to pay

for the less costly of the two systems:

P (f) = min
fr,fs

P̂ (fr, fs), such that fr + fs = f .

12



Thus, we have:

P (f) ≤ P̂ (fr, fs), for any fr, fs such that fr + fs = f.

It follows from Remark 1 that aggregate manufacturer profits are at least as

high as in the game G. Thus, resolving hacker information inefficiency improves

aggregate manufacturer profits even if manufacturer information inefficiency

remains intact.

Note that hacker information inefficiency can be present even when there

is no manufacturer information inefficiency, i.e., when the system is produced

by a social planner. Similarly, manufacturer information inefficiency can be

present even when there is no hacker information inefficiency.

Policy Implications

In general, standard policy recommendations aiming to alleviate manufac-

turer information inefficiency do not address the hacker information inefficiency

problem. This is sub-optimal for two reasons. First, it implies that an impor-

tant source of inefficiencies – hacker information inefficiency – remains. Second,

in the presence of hacker information inefficiency, the traditional policy rec-

ommendations addressing manufacturer information inefficiency might become

ineffective. For example, a standard policy recommendation to resolve manu-

facturer information inefficiency is to impose limited legal liability on the agent

responsible for the system failure. In the presence of hacker information inef-

ficiency, however, courts face difficulty in determining whether a manufacturer

or a hacker is responsible for system failure. This limits the usability of manu-

facturer legal liability for resolving manufacturer information inefficiency.

In Section 3, we apply our framework by considering specific functional forms

for system security and reliability. This allows us to derive an optimal due care

level based on x (or q), i.e., we show that the social optimum can be achieved

without imposition of separate reliability and security due care levels.
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3. Applying the Model

In the remainder of the paper, we adopt a specific functional form for the

function f to illustrate our model in a concrete environment. Since reliability

and security failures are driven by different usage patterns, one expects that

functional forms for fr and fs differ. Hackers take advantage of a product with

the greatest potential of creating a system failure. Accordingly, we assume:

fs(x) =
M

max
m=1

ωmxm, (5)

where ωm < 1 is the probability that the m-th manufacturer’s product induces

a security failure. Thus, the number of security failures of the system is de-

termined by the least secure manufacturer, i.e., by the manufacturer with the

largest expected number of security failures. Our assumption that “hackers take

advantage of a product with greatest potential of creating a system failure” (aka

“the weakest link”) is made to illustrate the point. Although it is reasonable

in many cases, which makes it popular in the literature (see Varian (2004),

Hausken (2006), Grossklags et al. (2008)), it is clearly not universally applica-

ble; see for example, Kunreuther and Heal (2002, 2003); Heal and Kunreuther

(2004); Hofmann (2007) for other functional forms of interdependent security.

We assume that the system’s expected number of reliability failures is a

weighted sum of the number of bugs in the individual products from which the

system is comprised:

fr(x) =
M∑

m=1

θmxm, (6)

where θm < 1 is the normalized incidence of bugs in the m- th manufacturer’s

product that induce a reliability failure. Varian (2004) refers to the cases de-

scribed by equations (5) - (6) as “weakest link” and “total effort” functional

forms. Equation (6) captures the fact that reliability failures tend to be isolated

for each system product, and that the total number of reliability failures is a

sum of reliability failures of individual manufacturers.

Brady et al. (1999); Anderson (2002) use reliability growth models to demon-

strate that when the number of bugs is sufficiently large, reduction in the mean

time between failures (MTBF) becomes proportionate to effort invested. We
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use their results to justify our assumption that the number of bugs that the

m-th manufacturer fixes is proportional to his investment:

xm = x̄m − γmqm, and γm > 0, (7)

where x̄m denotes the m-th manufacturer’s component-specific number of bugs

when he invests zero to improve system robustness. We can say that higher γm

reflects lower manufacturer costs of improving his product robustness.

We assume that at zero manufacturer investment q = 0, all products are

equally secure, for any two manufacturers m and n:

ωmx̄m = ωnx̄n. (8)

To simplify the analysis, let:

lim
f→0

P ′(f) = 0, (9)

i.e., if the prospect of system failure is negligible, users are unwilling to pay extra

for improved system robustness. The latter assumption permits us to avoid the

unrealistic corner solution where it is optimal for at least one manufacturer to

fix all his bugs.

Equations (5) – (9) permit us to prove that the equilibrium of the game G

exists. To assure the uniqueness of the equilibrium, we impose that for any two

manufacturers m and n:

rm

γmαmθm
6= rn

γnαnθn
. (10)

Intuitively, if the cost benefit ratios of a pair of manufacturers are identical,

there will be multiple equilibria with identical robustness.

Next, we define three levels of system robustness that can occur in equi-

librium: f̄ , fw and ft. Let f̄ denote the level of system robustness when no

manufacturers invest (q = 0 and x̄ = (x̄1, ..., x̄M )):

f(x̄) = f̄ = f̄r + f̄s,
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where from equations (5) and (6):

f̄r =
M∑
m

θmx̄m and f̄s = max[ωmx̄m].

Let ft and fw denote the levels of system robustness for which the following

equations hold:

−P ′(ft) =
M

min
m=1

[
rm

γmαmθm

]
, (11)

and

−P ′(fw) =
M

max
m=1

[
rm

γmαm(θm + ωm)

]
. (12)

We call ft the strongest link system robustness since it corresponds to the level

of system robustness at which the manufacturer with the lowest marginal cost-

benefit ratio of investing in system robustness is at his profit-maximizing level

of investment. Intuitively, at this level of system robustness, the manufacturer

with the lowest cost-benefit ratio is the only one with incentives to contribute

in the improvement of system robustness. Thus, we will call him the strongest

link and identify the parameters associated with him with superscript t.

We call fw the weakest link system robustness since it corresponds to the

level of system robustness at which the manufacturer with the highest marginal

cost-benefit ratio is as his profit-maximizing investment. Intuitively, at this level

of system robustness, the manufacturer with the highest marginal cost-benefit

ratio has less incentive to invest in system robustness than others. We will

call him the weakest link and identify the parameters associated with him with

superscript w.

By using the three levels of system robustness, we characterize the equilib-

rium of the game G:

Theorem 1. There exists a unique equilibrium of game G. The equilibrium
number of system failures is equal to min{f̄ , ft, fw}.

Proof. See Appendix.

The proof of Theorem 1 gives three different scenarios of equilibrium, which

differ in their structure and equilibrium levels of robustness f̄ , fw or ft.

Scenario 1 corresponds to min{f̄ , ft, fw} = f̄ . In Scenario 1, in equilibrium,

no manufacturer invests in system robustness: q∗ ≡ 0 and f∗ = f̄ . We call
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Scenario 1 the no investment equilibrium.

Scenario 2 corresponds to min{f̄ , ft, fw} = ft. In Scenario 2, only the

strongest link makes positive equilibrium investment, and f∗ = ft, where

−P ′(f∗) =
rt

γtαtθt
. (13)

This scenario mimics Varian (2004) “total effort” prototype case, in which only

the strongest link invests to improve system reliability, and his investment q∗t

can be found from equation (13). We call Scenario 2 the reliability-driven equi-

librium.

Lastly, Scenario 3 corresponds to min{f̄ , ft, fw} = fw. In Scenario 3, all

manufacturers’ equilibrium investments are positive, and f∗ = fw, where:

−P ′(f∗) =
rw

γwαw(θw + ωw)
, (14)

In this scenario, every manufacturer other than the weakest link invests to

match the weakest link’s security level. Then, in equilibrium, each manufacturer

investment is positive, and his product is as secure as the weakest link product:

ωmx∗m = ωwx∗w. (15)

Equations (7) and (15) permit us to express q∗m via q∗w :

q∗m =
ωwγw

ωmγm
q∗w, (16)

to express f∗ as a function of q∗w:

f∗ = f̄ − ωwγwq∗w

[∑
m

θm

ωm
+ 1

]
,

and to use equation (14) to find q∗w. The equilibrium investments q∗m of all other

manufacturers can then be calculated from equation (16). In this scenario, our

model thus reverts to Varian (2004) “weakest link ” prototype case. We call

this the security-driven equilibrium.
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3.1. Parameter Analysis

In the environment described by equations (5) - (6), every manufacturer

(other than the weakest and the strongest links) either invests nothing or just

enough so that the number of her expected security failures matches the weak-

est link manufacturer’s number of failures. Using equations (11) and (12), we

identify the likely parameters of the weakest and the strongest link:

Remark 2. Ceteris paribus, the strongest link manufacturer is likely to have a
higher α, γ and θ, and a lower r. Ceteris paribus, the weakest link manufacturer
is likely have a lower α, γ, θ and ω, and a higher r.

To understand Remark 2, we can analyze the role of manufacturer security

and reliability characteristics (ωm and θm) on the identification of the strongest

and weakest links. To simplify, assume for a moment that all manufacturer

parameters other than ωm and θm are identical: rm ≡ r, γm ≡ γ and αm ≡ α.

Then, from equation (12), the weakest link is the manufacturer with the lowest

θm + ωm. Thus, the weakest link is the manufacturer whose bugs are the

least likely to create a system failure. This is because the weakest link has a

smaller benefit from investing in the improvement of system robustness than

other manufacturers due to the low probability of system failures induced by

his product. From equation (11), the strongest link is the manufacturer with

the highest θm. In other words, he is the manufacturer whose bugs are the most

likely to create a reliability failure. Intuitively, this is because the strongest link

has a larger benefit from investing in the improvement of system robustness

than other manufacturers due to a high probability of failures induced by his

product.

We can conduct a similar analysis to identify the role of ownership share αm.

Assume that manufacturers differ only in αm. Then, the manufacturer with the

lowest ownership share αm is the weakest link, since he has the lowest incentive

to invest in the improvement of system robustness. On the other hand, the

manufacturer with the highest αm is the strongest link, since he has the most

incentive to invest in the improvement of system robustness.

Finally, we can use Remark 2 to address how manufacturer parameters de-

termine which equilibrium Scenario will occur. From Theorem 1, there is a
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security-driven equilibrium if fw ≤ ft.9 This will occur if:

ωw

θw
≥

rw

γwαwθw

rt

γtαtθt

− 1. (17)

The right-hand side of equation (17) is nonnegative since, from equation (11),

the weakest link’s cost-benefit ratio of investing into system reliability is (by

definition) larger than that of strongest link. Equation (17) implies that there is

a security-driven equilibrium if (i) the strongest and weakest links have similar

cost- benefit ratios in investing in system reliability, and (ii) the probability

that the weakest link’s bugs will create a security failure relative to a reliability

failure is large. If the weakest and strongest links have very different cost-benefit

ratios and if the weakest link’s bugs are relatively more likely to create reliability

failures, then there is a reliability-driven equilibrium.

3.2. Social Optimum and Due Care

We can derive the socially optimal outcome by solving the social planner’s

problem given by equation (4). From the first-order conditions, the socially

optimal robustness f~ guarantees that the following equation holds:

−P ′(f~) =
∑
m

rm

γm(θm + ωm)
. (18)

From equations (7) and (8), in a socially optimal outcome, manufacturer in-

vestments should be connected with each other, similar to equation (15). Thus,

without loss of generality, we can express q~
m via q~

1 :

q~
m =

ω1γ1q~
1

ωmγm
, (19)

Substituting equation (19) into equations (5) - (6) lets us express f~ as a func-

tion of q~
1 :

f~ = f̄ − ω1γ1q~
1

[∑
m

θm

ωm
+ 1

]
. (20)

Equation (20) can then be combined with equation (18) to derive q~.

9In the remaining analysis, we ignore the case of the no investment equilibrium.
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A comparison of equation (18) (which describes social optimum) with equa-

tions (13) or (14) (which describe individually optimal outcomes) gives:

f~ ≤ f∗ and q~
m ≤ q∗m.

Thus, manufacturers invest less than is socially optimal due to an inherent

manufacturer free-rider problem.

Individual optimization will be socially optimal only if manufacturers have

identical cost-benefit ratios rm

γmαm(θm+ωm) . If manufacturers are not identical,

the social optimum can be attained through the imposition of a “due care

level”of q~
m.10 In this case, any manufacturer who invests below the “due care

level” is required to compensate others for their losses from system failures.

It is important to note that the imposition of a “due care level” of investment

is feasible despite the presence of hacker information inefficiency. This is because

the “due care level” of investment is a function of total system failures, and not

of reliability and security failures separately.

4. Conclusion

This paper analyzes manufacturer incentives to invest in software system re-

liability and security when (i) reliability and security failures are caused by the

same bugs, and (ii) users are unable to distinguish between security and relia-

bility failures due to prohibitive costs of differentiating such failures. In Section

2, we trace the suboptimality of manufacturer incentives to invest to two dis-

tinct free riding problems, which we call manufacturer information inefficiency

and hacker information inefficiency. Our results suggest that the presence of

a hacker information inefficiency problem might invalidate traditional policies

recommended to alleviate manufacturer information inefficiency.

In Section 3, we apply our model using specific functional forms consistent

with the information technology literature. For system security, we opt for the

prototype case of “weakest link ”since hackers tend to take advantage the most

vulnerable components to attack a system. For system reliability, we opt for the

10A formal proof is identical to Varian (2004).
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prototype case of “total effort” since it captures the focal feature that reliability

failures are relatively isolated from the network. We infer that in systems with

homogeneous products and relatively high probability that the weakest link’s

bugs will create a security failure, all manufacturers invest positively and each

matches the security of her component to that of the weakest link. Otherwise,

only the strongest link manufacturer invests in system robustness.

To sum up, our model traces reliability and security failures to the same

source – software bugs. We emphasize user inability to distinguish between

security and reliability failures, and model the interplay of system reliability

and security. While our assumptions can be found in the literature individually,

we are not aware of other analysis that make these assumptions simultaneously.

Appendix

Proof of Theorem 1

Using equations (5) - (7), we rewrite the m-th manufacturer objective as:

Πm = max
qm

[
αmP

(
M∑
m

θm (x̄m − γmqm) +
M

max
m=1

ωm (x̄m − γmqm)

)
− rqm

]
.

(A-1)

Let f̄ denote system robustness when q = 0, that is: f̄ = f̄r + f̄ t, where from

equations (5) and (6), f̄r and f̄ t are:

f̄r =
M∑
m

θmx̄m and f̄ t = max{ωmx̄m}.

Let f t
m and fw

m denote the respective solutions of equations:

−P ′(f t
m) =

rm

γmαmθm
(A-2)

and

−P ′(fw
m) =

r

γmαm(θm + ωm)
. (A-3)

From Proposition 1, for each manufacturer (and given investments of other

manufacturers), there exists a unique investment qt
m (and qw

m) that this man-

ufacturer invests to achieve a specific number of system failures f t
m (or fw

m).
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Clearly, ceteris paribus, for each m, the number of system failures that solves

equation (A-3) is lower than the respective number that solves equation (A-2):

fw
m < f t

m.

We define ft and fw as:

ft =
M

min
m=1

f t
m and fw =

M
max
m=1

fw
m;

we call the manufacturer with the lowest f t
m the strongest link, and the highest

fw
m the weakest link. For the strongest link:

−P ′(ft) =
M

min
m=1

[
rm

γmαmθm

]
, (A-4)

and for the weakest link:

−P ′(fw) =
M

max
m=1

[
rm

γmαm(θm + ωm)

]
. (A-5)

Intuitively, the strongest link is the manufacturer whose A-2) corresponds to

the most robust system, and the weakest link whose (A-3) – to the least robust

system. The remainder of the proof is by construction. We construct an equilib-

rium whose uniqueness follows from properties of the underlying functions. We

distinguish three scenarios, each leading to a different equilibrium configuration.

Scenario 1: If min[f̄ , ft, fw] = f̄ , then for any manufacturer, his marginal

benefit from investing at f = f̄ is lower than his marginal cost. Since in our

game each manufacturer’s marginal benefit from investment increases with f ,

and his cost is constant (due to linearity of (7)), at any f < f̄ , positive invest-

ment is suboptimal. Thus, in equilibrium, no manufacturer invests. The only

equilibrium is q∗ = 0 and f∗ = f̄ , and from (A-1) we have: P ∗ = P (f̄).

Scenario 2: If min[f̄ , ft, fw] = ft, only the strongest link manufacturer in

equilibrium chooses a positive level of investment. No other manufacturer in-

vests because the marginal benefit of investing at ft is smaller than the marginal
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cost. Thus, the strongest link’s first order condition provides that in equilibrium:

−p′(f∗) =
M

min
m=1

rm

γmαmθm
=

r

γtαtθt
.

From the properties of P and f , we have a unique equilibrium in which:

f∗ = ft,

and the strongest link manufacturer is the only one with q∗t > 0.

Scenario 3: If min[f̄ , ft, fw] = fw, each manufacturer invests so that his

expected number of security failures matches that of the weakest link manu-

facturer. To demonstrate this, we observe that the strongest link’s marginal

benefit of investing in system reliability is smaller than its marginal cost when

fw < ft. As a result, all manufacturers match their investments to that of the

weakest link. Since fw < f̄ , all manufacturers choose positive investments that

solve the following system of equations:

ωm (x̄m − γmqm) = ωw (x̄w − γwqw) : m 6= w (A-6)

and:

−P ′(f∗) =
r

γwαw(θw + ωw)
. (A-7)

From the properties of P and f , a unique equilibrium exists with f∗ = fw.

With the weakest link determined by (A-5), we use (A-6) to express qm via

qw:

qm =
ωwγwqw

ωmγm
. (A-8)

Substituting equation (A-8) in equation (A-1) and using equations (5), (6) and

(7) provides q∗w as a solution of the following equation:

f∗ = f̄ − ωwγwqw

(
M∑

m=1

θm

ωm
+ 1

)
. (A-9)

Linearity of equation (7) and the properties of the function P assure the unique-

ness of q∗w, and the conditions of Scenario 3 assure its existence. From the prop-

erties of the functions P and f , the solution (A-7) - (A-9) provide equilibrium
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investments of other manufacturers, the existence and uniqueness of which are

immediate. Thus, our construction yields a unique equilibrium for Scenario 3.

From the analysis of Scenarios 1 – 3, there exists a unique equilibrium for

any underlying parameters of the game, which completes the proof. ¥
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